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Abstract: In order to improve the accuracy of train driver fatigue detection, a method of train driver fatigue detection based on

facial multi-information fusion is proposed. Firstly, low-light enhancement is used for image preprocessing, and human faces

are detected by local binary patterns (LBP) feature. Secondly, the driver’s facial feature points are obtained by ensemble of

regression trees (ERT) algorithm, afnd face model matching is used to obtain the driver’ s head posture angle. Finally,

according to the special driving environment of the train driver, adaptive threshold correction and eye gaze correction are carried

out for the eye characteristic quantities that best show fatigue. The fuzzy inference system is used as a fusion tool, and the

features of eyes, mouth and head are used as the input of the fuzzy inference system, and the driver’s fatigue value is used as

the detection results. Experiment results show that the detection method can distinguish driver fatigue levels with accuracy

rates of 95% in normal environments and 86. 8% in low-light environments.
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0 Introduction

With the rapid development of China’s railway
industry, train mileage has been increased and
working conditions have become complex, resulting
in more and more fatigue driving situations for train
drivers. Therefore, it is important to study the
fatigue state of train drivers for driving safety'".

The driver fatigue detection is mainly divided into

methods based  on

information'”’, based on driving behavior

detection physiological

Sl and
based on facial expressions™®. The ease of
operation, low cost of the facial expression detection
method and the increase in computing power with
modern computers have made the method become
mainstream for studying driver fatigue.

The fatigue detection of drivers mainly has the
following steps. (1) Face detection: commonly used
Adaboost algorithm"*,
convolutional neural network ( CNN )Y and
MTCNN®; (2) Feature point localization such as
CNNM,  face sequence''*,
method"”, and Haar-like"'"'; (3) Fatigue feature

extraction such as PERCOLS value, blink frequency,

methods such as

template matching
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yawn time, continuous eye closure time, eye opening
and closing, mouth opening and closing, head
posture, etc.; (4) Fatigue determination, CNN,
feature fusion'”, plain Bayesian classifier, fuzzy
algorithm, etc. Driving a train is different from
driving a car. In addition to looking straight ahead
during the driving process, at the same time, various
dashboard information have been payed attention to.
And the train will also operate in a low-light

and dark

conditions as well as long periods of darkness.

environment with alternating light

A train driver fatigue detection method is proposed
that considers the multi-information fusion of the
face in the low-light environment for the
characteristics of low illumination of the train
traveling at night. The low-light enhancement of the
images collected in the low-light working condition of
the train reduces the influence of environmental
factors on the subsequent detection. The eye
characteristics are corrected when the train driver has
to pay attention to the dashboard information. The
establishment of a fuzzy inference system is useful to
realize the train driver fatigue detection, improve the

detection accuracy and increase the reliability of
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fatigue determination.

1 Face detection and feature point
localization

In order to improve the adaptability of fatigue
detection methods to different driving environments,
the low-light enhanced local binary patterns (LLBP)
and the

ensemble of regression trees (ERT) algorithm is

algorithm for face detection is wused,

used in the face detection region to achieve 68 feature
points localization, which is more conducive to the

extraction of fatigue information.

1.1 Low light
algorithm

enhancement based LBP

The light in the driver’s room keeps changing, and
the skin color of the face will be affected by the light
leading to uneven skin color brightness and darkness,
which affects the accuracy of detection. After the
images are captured by using the camera, they are
LIME

equalization (HE) algorithm, and gamma correction

processed  with algorithm,  histogram
(GC) algorithm for low light enhancement. The face
feature points do not be detected from the original
images. The three algorithms are able to locate
feature points. The image details are clearer after
processed by LIME algorithm. The

processed by HE

image 1is
smoother after algorithm.
Compared to HE algorithm, exposure processing of
the GC algorithm is while the GC

algorithm takes the least time. So low light of the

stronger,

GC algorithm is enhanced, and the three algorithms
processing results are shown in Fig. 1.

!

.

(a) Original image  (b) LIME (c) HE (d) GC

Fig. 1 Processing effect of three low-light enhancement
algorithms

LBP"" has the advantages of gray invariance and
rotation invariance. The center pixels of the
taken as the threshold and

compared with the neighboring pixels to generate a

neighborhood are

string of binary numbers as the LBP value of the
center pixel. And the LBP value of the center pixels
reflects the texture information of the region around
the pixel. Due to the high discriminative feature
texture of the face and the fast computation speed of

LBP algorithm, it is more appropriate to use LBP to
detect the face, and the specific process is shown in
Fig. 2.

3 steps.

The LBP algorithm is implemented in

(1> LBP feature
neighborhood of size 3 X 3, the center pixel of the
neighborhood is used as the threshold, and the

grayscale values of 8 adjacent pixels are compared

extraction. In the

with it. If the surrounding pixel value is greater than
the center pixel value, the position of the pixel point
is marked as 1, otherwise it is 0. That is to say, the
LBP wvalue of the center pixel point of the
neighborhood is obtained, and the LBP value of the
whole image is traversed sequentially.
(2) Histogram of statistical face subregions. The
image is divided into subregions of size 7X7, and the
histogram is counted in the subregion according to
the LBP value. (3) LBP feature matching. The
histogram is used as its discriminative feature to
compare with the standard face to get the face

region.

Image GC low light LBP feature
acquisition g enhancement > extraction

Histogram of .
L LBP feature Detectin
—»| statistical face [ cature £ &
. maiching aces
subregions

Fig.2  Face detection process

1.2 Feature point location

ERTY™ is a regression forest-based algorithm for
face feature point localization, which first estimates
an approximate feature point location and then uses a
gradient boosting algorithm to reduce the sum of
squared errors between the original shape and the
true shape until the iteration requirement is reached.

Step 1: The training data is [ (I, .S ,AS{") Y,
the learning rate is 0<Zy <1, and the initialization
£ (1.8 is shown as

N
fo(I,8) =arg minz [ AS —y %, (D
YERY® =1

where I is the image; S is the feature point
coordinates, and R is the initialization multiplier.

Step 2: Iterative update r, is expressed as
ra =AS{” — £ (.81, (2)

Step 3: Get the regression equation g, (I, S“) by
ra s and update [, (I.S).

f‘k(I?SO)):f‘kfl(I?SO))+ng(lvs([))9 (3)
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r (1,87 =f, (1,5, D

Step 4: Repeat steps 2 and 3 until convergence or
reaching the number of iterations, the final output is

Fen (IS = f,(I,S). (6))

Step 5: Update the location.
S =8 4+, (1,8, (6
AS, U =80 g, 5

where S“" denotes the predicted feature point

coordinates and r, (I, S“) denotes the residual
coordinates calculated by the current layer. The face
feature points localized by ERT algorithm are shown
in Fig. 3.

(a) Original image

(b) Feature point positioning

Fig. 3 Feature point positioning effect

2 Fatigue characterization
2.1 Eye feature extraction

The ocular feature parameters change most
significantly when the driver feel fatigued. To
increase the detection robustness, the eye aspect
ration (EAR) is used to define the opening and
closing as shown in Fig. 4, which is more accurate
compared to the monocular EAR"™.

<o |

Fig. 4 Eye feature point coordinates

HP38_P42H+ HP39_P41 H

EAR = +
4HP37_P40H
P, —P, P,;—P,
|Py—Pult Py —Pul ©
4‘HP43_P46H

Each drivers have different eye sizes, so a fixed
EAR threshold will cause false detection. The
adaptive threshold method is proposed to determine
the EAR threshold for each driver, and the two state

EAR sequences of three drivers with different eye
sizes are selected by using the £-means+ + method
for adaptive threshold, and the experimental results
are shown in Table 1.

Table 1 Clustering data of eye opening and closing degree

Normal eye clustering Fatigue eye clustering

Group center center
Open Close Open Close
0. 282 0. 266 0. 273 0. 152
0. 303 0. 294 0. 259 0.195
3 0. 223 0. 206 0. 202 0.137

Considering that the driver’s attention to various
information on the dashboard will affect the ears, the
three drivers” normal open eyes are 0° gaze, the fixed
camera and face position are 0. 7 m, and the height of
the camera is equal to the height of the human eye.
The open and closed data of three drivers of the six
fixations are measured by sliding the camera position
up and down according to the degree of fixation. The
0° open and closed data is used to derive the closed
eye data for each angle and fit the data, and the
experimental data are shown in Table 2.

Table 2 Eye gaze and eye closure data

Eye closure/ (%)

Group
0 5 10 15 20 25
1 0 0.022 0. 026 0. 068 0. 085 0.121
2 0 0. 028 0. 034 0. 067 0. 088 0.132
3 0 0. 025 0. 033 0.072 0. 086 0.135
4 0 0.018 0. 024 0. 070 0.092 0.126
5 0 0. 015 0. 023 0. 066 0.079 0.125
6 0 0. 015 0. 023 0. 068 0. 081 0. 124

Let the eye gaze correction coefficient be p =1—
f(8). The least squares method is used for fitting.
£ (@) is the fitting function, and the corrected EAR
is defined as

FAR

EAR' = €))

Fig. 5, the corrected normal

condition is maintained at around 0. 3. When the eyes

As shown in

are closed, it will rapidly decrease from 0. 3 and then

rapidly increase to near 0. 3.
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Fig. 5 Comparison of EAR before and after correction
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When the human eyes are basically closed during
fatigue, the value is close to 0, and the corrected
second driver EAR is used as the threshold value.

2.2 Mouth feature extraction

The mouth aspect ration (MAR ) is used to
determine the mouth opening and closing degree as
shown in Fig. 6.

MAR =

HP62_P68H+HP64_P66H

(10)
2HP49 _P55

1

Fig. 6 Mouth feature point coordinates

When the train driver is driving normally, the
MAR is between 0 and 0. 1. When yawning, MAR
rises from near 0 to near 0. 8 and then falls. 0. 4 is
used as the threshold value to determine whether the
mouth is in a normal state and a fatigue state.

2.3 Head posture extraction

When fatigue determination of eyes and mouth is
attitude
detection can be used to improve reliability. Head

influenced by the environment, head

pose is composed of 3 superimposed poses: pitch
angle (a), roll angle (8), and yaw angle (7).
The camera model can be represented as

u [ 0 c.| |ru 7riz r| |X ty
sfo|=10 fy, cy| |ra 71 7T |Y|+ |2,
l 0 0 1 31 T3z T3 Z L3

1D
where s is the scale factor; u« and v are 2D

coordinates in the image coordinate system; f,, f,
c. and ¢, are the internal reference matrices of the
camera; t; is the translation vector; and X, Y, and
Z are 3D coordinates in the world coordinate system,

all of which are known quantities; r;; is the rotation

i
matrix, which is the quantity to be solved. The
rotation matrix in terms of Euler angles can be

expressed as

R=R, (@R, (BHR.(V), (12
1 0 0
where R, (a¢) = |0 cosa sina|, R, (B) =
0 —sina cosa
cosfB 0 —sinf cos Y siny O
0 1 0 s, R.(y)=|—siny cosy O].
sinff 0 cosf 0 0 1

The rotation matrix is represented as a sine and
cosine matrix composed of Euler angles, that is

cos fScos Y cos 8sin ¥ —sin f3
R = [sinasin Scos Y —cosasin ¥y sinasin Bsin ¥ + cos acos Ycos Y sinacosf | . (13
cos asin f3cos ¥ cos asin f3sin Y cosacos f3

The head pitch angle (&), roll angle (8), and yaw
angle (7) can be expressed as

a =arctan(ry/ry)
B =—arcsin(r ;) ,
y =arctan(ry, /7). (14)

By counting the head posture of train drivers, it is
found that the changes in roll and yaw angles are less
pronounced when in a fatigued state, while the
changes in pitch angle are the most pronounced with
head nodding movements. A 20% change in pitch
angle is used as a criterion for fatigue judgment, and
the range of adult head pitch angle is from —60° to
70° M8 That is to say, when the pitch angle exceeds
—18° to 18°, it is judged as nodding and considered
to be in a fatigue state at that moment. It is specified
that the front-to-camera is 0°, and 0. 2 is used as the
threshold for determining head fatigue.

3 Fatigue feature fusion

Since fatigue is a gradual process and each person
has a vague concept of fatigue, it is impossible to
establish mathematical expressions through precise
mathematical models. The fuzzy inference system is
used as a fusion tool for fatigue detection features,
and the driver’s “experience” is converted into a
control strategy through fuzzy inference, and the
control strategy rules are shown in Table 3. The
fuzzy inference system is established, taking the eye
opening and closing degree, mouth opening and
closing degree and head posture angle as input. The
driver’s state is divided into four levels: no fatigue,
mild fatigue, moderate fatigue, and severe fatigue,
and the four fatigue levels are taken as the output of
the fuzzy inference system, as shown in Fig. 7, in
which the affiliation function is chosen as the
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triangular affiliation function.

Table 3 Fuzzy inference rules

Eye state Mouth state Head posture Fatigue level
1 open open nod high
2 open open normal mod
3 open talk nod mild
4 open talk normal none
5 open closed nod mild
6 open closed normal none
7 closed open nod high
8 closed open normal mod
9 closed talk nod high
10 closed talk normal mod
11 closed closed nod high
12 closed closed normal mod

Fuzzy inference system

Fuzzy inerence
rules

Fuzzy inference

Fatigue
level

De-fuzzy

|

Fig.7 Fuzzy inference process

The eye state fuzzy set is {open, closed} and the
domain of the argument is [0, 1]. The threshold cut-
off point is the data of the 2nd driver in Table 2. Its
affiliation function is

(o ={" tenss,
Helosed \ X/ — —1OI+39 O_2<I<O-39
= 20 5
luopen(l'): BI 3 5\I<
1, 1204

(15)

The mouth state fuzzy set is {closed. talk, open}
and the domain of the argument is [0, 1]. The
threshold cut-off point is based on the P80 criterion
of PERCLOS, and its affiliation function is

Poosed (¥) =—05y + 1, 0<Cy<C0.2,
10y, 0<y<o.1,
_ ta(y) = o
m ) 5y+1.55 0.1<y<0.3,
( )_{Sy—0.5, 0.1<Cy=<C0.3,
Proen2 3T y>3.

(16)

The head pose fuzzy set is {nod, normal} and the
domain of the argument is [0, 1]. Its affiliation
function is

1, 0<C=z<C0.2,
J/‘"°"“HI(Z)_{—5Z+2, 0.2< 2z <0.4,
#n 5:—1.5, 0.3<z < 0.5,

t’“‘““d(z) :{1, 0.5< =< 1.
an

The fuzzy set of fatigue degree is {none, mild,
moderate, high} and the domain of the argument is
[0,1]. Its affiliation function is

#nnnc:_51+17 O<l<0.27
100 —1.5.  0.15<1<0.25,
Fmid = —2—301+§, 0.25 <1< 0.4,
Mlead =0 5115, 0.3<1<C0.5,
Pood =407 —4,  0.5<1<0.6,
#highzzﬁaoliligla o.55<l<1.
(18)

4 Result and discussion

In order to verify whether the proposed algorithm
can achieve the expected results, data acquisition is
performed in a laboratory environment by simulating
a real driving environment with 300 frames of data as
a group. Experiments and analysis are conducted to
verify the feasibility of the algorithm.

Experiment 1: The eye mouth feature quantity is
used to determine the driver’s state when normal and
fatigued, as shown in Fig. 8.

0.9
0.8 — = EAR’ MAR

0.7

Fatigue level

Fatigue value
S o9
Ee =)

S 2 o«
— o W

‘ ERT NP Ul Ll T
0 50 100 150 200 250 300

Frame rate

(a) Normal state

— .. =FEAR’
0.8 MAR

0.7F Fatigue level

Fatigue value
j=)
W

0 50 100 150 200 250 300

Frame rate
(b) Fatigue state
Fig. 8 Fatigue determination results of eye and mouth feature

volume

The MAR value fluctuates around O in the normal
state, indicating that the mouth is not open for
yawning or talking. For EAR values, they remained

around 0.3 except for blinks that decreased and
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increased rapidly at certain intervals. The fatigue
level becomes higher rapidly when blinking, and the
fatigue level value is basically around 0. 2 when not
blinking., which is in the non-fatigue or mild fatigue
range. From the overall point of view, non-fatigue
accounts for 226 frames, mild fatigue accounts for
38 frames, moderate fatigue accounts for 2 frames,
and severe fatigue accounts for 34 frames. The non-
fatigue grade accounts for the most that is 75. 3%, so
the fatigue grade during the cycle is non-fatigue.

The MAR value increases from 0 to about 0. 85 in
the fatigue state, and is yawning. while yawning is
accompanied by the decrease of EAR value, which is
consistent with the decrease of eye opening and
closing when yawning in life. From the overall point
of view, non-fatigue accounts for 79 frames, mild
fatigue accounts for 81 frames, moderate fatigue
accounts for 44 frames, and severe fatigue accounts
for 96 frames. Fatigue accounts for 73.7%, and
severe fatigue accounts for the most that is 32% ., so
the fatigue level in this cycle is severe fatigue.

Experiment 2: The normal and fatigue states of
the driver after adding the head posture are shown in
Fig. 9.

0.9 -
08" - = EAR ««+« Head poster
0.7 L MAR  — Fatigue level

0.6
05
0.4
03
02
0.1 ARRAIITR ” ) | PR

0o 50 100 150 200 350 300

Frame rate

Fatigue value

(a) Normal state

0.9
08—~ EAR' - -Head poster
0:7 L Fatigue level

Fatigue value
=]
W
g

W.ryep. .

021, IRl
0 50 100 150 200 250 300

Frame rate
(b) Fatigue state
Fig. 9 Fatigue determination results by adding head posture

After adding the head posture, the fatigue degree
value decreases at the blink. The head posture
changes near the 150th frame in Fig. 9(a), causing
the fatigue degree to increase. And the overall is still
in the non-fatigue state, which indicates that the
head posture in the normal state has less effect on the

fatigue degree. It is derived that the head posture in
this cycle does not exceed the threshold value, which
is in the normal state from Fig. 9(b). From the
overall view, non-fatigue accounts for 72 frames,
mild fatigue accounts for 70 frames, moderate fatigue
accounts for 44 frames, and severe fatigue accounts
for 104 frames. Fatigue accounts for 76%, and
severe fatigue accounts for the most that is 34. 7%,
so the fatigue level in this cycle is judged as severe
fatigue.

Experiment 3: Comparison of fatigue values after
adding head posture is shown in Fig. 10.

0.9
el | ===Add head poster
, 07 ¢
= 0.6 -

——No-add head poster

0 50 100 150 200 250 300

Frame rate

Fig. 10 Comparison before and after adding head posture

The before-and-after comparison of the head
Fig. 10.
Compared with the time when the head posture is not

posture during fatigue is shown in
added, the overall fatigue level curve is lower when
the head posture is added, which has a slight effect
on the overall curve because the head posture is in the
normal range.

The comparison between the proposed method and
the PERCLOS method is shown in Table 4. The
PERCLOS method only determines the fatigue and
non-fatigue states, while the proposed method
divides the fatigue state into four levels to refine the

fatigue degree and reduce the detection error.

Table 4 Comparison of fatigue test results

PERCLOS method

Fatigue Proposed method
level Normal Fatigue Normal Fatigue
None 286 48 226 72
Mild - — 38 70
Mod — — 2 44
High — — 34 104

Fatigue 14 252 — —

In order to reduce the possible error caused by a
single group of data, the accuracy of five groups of
Table 5

shows the comparison of fatigue detection accuracy

data is collected as the average accuracy.

under normal environment, where excessive head
deflection or driver not in the detectable range are

judged as detection failure. Table 6 shows the
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accuracy comparison between adding low-light
enhancement processing and without adding low-light
enhancement processing in the dark environment.
With the addition of low-light enhancement, the
image exposure is enhanced, which makes it easier to
detect the driver’s face and improve the accuracy of

detection.

Table 5 Comparison of fatigue detection accuracy

Group Accuracy/ %
Proposed method 95
Eye and mouth fusion method 94. 87
Ref. [16] 92

Table 6 Accuracy comparison in low light environment

Group Accuracy/ %
Adding low light enhancement 86. 8
Without adding low light enhancement 62. 4

By fusing three feature quantities of eyes, mouth

and head posture angle for driver fatigue
determination, it not only corrects the eye opening
and closing degree of train drivers when they pay
attention to various dashboard information, but also
classification,  improves the

realizes  fatigue

sensitivity of detection and achieves accuracy rates of

95% and 86. 8% in the dark.

5 Conclusions

A  multi-information fusion fatigue detection
method is proposed to detect train driver fatigue
under low light.

1) Low-light enhancement processing of driver
images based on low-light environment, detection
and localization of driver face images by using LLBP
and ERT algorithms are progressed .

2) Adaptive threshold method and eye gaze
correction are used to reduce the detection error due
to individual differences.

3) A fuzzy inference system with three feature
quantities of eyes, mouth and head posture angle as
input and driver fatigue level as output is fused to
determine the driver fatigue status.
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