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Quantum particle swarm optimization for micro-grid system with
consideration of consumer satisfaction and benefit of generation side
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Abstract: Considering comprehensive benefit of micro-grid system and consumers, we establish a mathematical model with the

goal of the maximum consumer satisfaction and the maximum benefit of power generation side in the view of energy

management. An improved multi-objective local mutation adaptive quantum particle swarm optimization ( MO-LM-AQPSO)

algorithm is adopted to obtain the Pareto frontier of consumer satisfaction and the benefit of power generation side. The optimal

solution of the non-dominant solution is selected with introducing the power shortage and power loss to maximize the benefit of

power generation side, and its reasonableness is verified by numerical simulation. Then, translational load and time-of-use

electricity price incentive mechanism are considered and reasonable peak-valley price ratio is adopted to guide users to actively

participate in demand response. The simulation results show that the reasonable incentive mechanism increases the benefit of

power generation side and improves the consumer satisfaction. Also the mechanism maximizes the utilization of renewable

energy and effectively reduces the operation cost of the battery.

Key words: micro-grid system; consumer satisfaction; benefit of power generation side; time-of-use electricity price; multi-

objective local mutation adaptive quantum particle swarm optimization (MO-LM-AQPSO)

0 Introduction

At present, there have been much research on
micro-grid optimization. As for the operation of
micro-grid system, the linear cost function of
renewable energy in the power generation side and
the quadratic cost function of conventional energy in
the power generation side were proposed, and day-
ahead scheduling strategy is adopted to minimize the
generation cost'. From the perspective of energy
storage, an economic analysis was performed on the
battery storage system of the micro-grid system
[2]

under different configurations For the safety and

stability of micro-grid system, the mesh adaptive
direct search ( MADS)

minimize the cost function of the system while

algorithm was wused to

constraining it to meet the consumer demand and
safety of the system™. In order to ensure the
economy and stability of the system, an energy
management method based on the minimum service
cost and energy storage state balance was
proposed"’. And an economic operation optimization

method of micro-grid system based on scenario
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decomposition and scenario strategy aggregation

mechanism was submitted™. In this literature, the

operation cost and environmental cost of the micro-

grid system were optimized and analyzed by improved

t6J

genetic algorithm Based on the objective function

supply output and micro-grid

operation cost minimization, the optimization model

of micro-power

of micro-grid system was established to determine the

subsystem'™,

output of each However, in
Refs. [5-7], only the economy of micro-grid system
is considered while the user side was not analyzed.
An optimal dispatching method for micro-grid system
considering translational load was proposed. The
translational load model was established considering
translational load wunits with different electrical
characteristics, and the load translational solution
strategy was proposed-* . A hybrid genetic algorithm
based on matrix real number and integers O and 1 was
presented in Ref.[9]. By formulating reasonable
charging and discharging strategies for electric
vehicles, the electric bill of consumers can be reduced
and the goal of peak-cutting and valley-filling can be

dil()flﬂ

achieve However, the researchers only
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consider the maximization of the economic benefits of
the consumers while do not consider the impact of
translational load on the consumer satisfaction in
Refs. [8-11].

An improved particle swarm optimization (PSO)
algorithm was adopted to study dynamic economic
scheduling of micro-grid, but the problems such as
completely

premature were  not

12]

convergence
avoided'?. Chaos grey Wolf algorithm was adopted
to optimize the micro-grid from the perspective of
economic scheduling, which improved the global
NSGA-Il optimization algorithm

was adopted to optimize the micro-grid operation
[14]

search ability""?,
economy and load satisfaction However, it is
easy to fall
Refs. [13-14].

problems are

into the local optimal trap in

In some litueatures multi-objective
single-objective

transformed into

U160 - hut the rationality and

problems to be solved
effectiveness of weight setting were difficult. The
layered control strategy was adopted to meet the
power demand and complete the optimized operation
of the system"'™, but the

electricity price under the time-of-use electricity price

micro-grid stepped
was not considered. In this literature, the generation
cost was analyzed from the system level of the micro-
grid considering the time-of-use electricity price

181, but it did not conduct specific analysis

mechanism
and research on the operation cost in combination
with the micro-source.

In our study, the multi-objective local variation-
adaptive quantum swarm optimization algorithm is
improved based on the comprehensive consideration
of benefit

satisfaction, and its Pareto optimal boundary is

of power generation and consumer
obtained. The translational load and time-of-use
electricity price incentive mechanism are proposed,
and the detailed research and analysis are carried out

in combination with specific micro-sources.

1 Structure of micro-grid system

The structure of micro-grid system is shown in
Fig. 1. It can be seen that the micro-grid system is
composed of wind turbines, photovoltaic arrays,
energy storage devices and energy management
system, The types of load include interruptible load
(translational load) and uninterruptible load (non-
the dynamic

translational load ). In our work,

optimization model of the power generation side and
established, and the

optimization of the micro-grid system is researched

the consumer side is

considering both the benefit of the power generation
side and the consumer satisfaction.

Power generation side User side
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Fig. 1 Structure of micro-grid system
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2 Dynamic optimization model

2.1 Model of benefit of power generation side

In our work, one of the objectives is to maximize
the benefit of the power generation side with the
isochronal step optimization with a span of 24 h, the

specific expression is

24 N 1
Fr= (D P+ D0 Powr ()X Copee —

=1 n=1 i=1
CPV - CWT - CBA'I' ’ ( 1)

where P, py () and P, wr (£) are output power of
photovoltaic arrays and wind turbines, respectively;
N and I are the total number of photovoltaic arrays
and wind turbine generator sets, respectively; Cpice 18
Selling electricity tariff; and Cpy, Cwr and Cgar are
the operating loss costs of photovoltaic systems,
wind turbines, and energy storage systems in micro-
grid system, respectively.

1) Model of photovoltaic power generation system

The model of photovoltaic power generation
system is expressed as

1 _'_ a)( TC, - Tr)
GST(I ’

where Ppys Psrcs Gacs Gstes ws Te and T, are the
actual output power of the photovoltaic system, the

Ppv = PsicGac (2)

maximum test power under standard test conditions,
the actual illumination strength, the illumination
strength under standard test conditions., the power
temperature coefficient, and the actual working
temperature of the photovoltaic system, respectively.
T, is reference temperature.

2) Model of wind power system

The model of wind power system is expressed as
Pyt = 5 mR*0'C, (wea, ). (3)

where p is the air density; R is the radius of the
rotor; v is the wind speed; @ is the pitch angle; A is

Rw,

the tip speed ratio, A = ; and C, is the wind

energy utilization coefficient.
3) Model of energy storage system
The model of energy storage system is expressed as

E.I-A,Ea@(t +1 =
(1 *a))EI,ESS(Z‘) + Ujv,ct()\l-,}:sgc(Z‘)Pjv,EsgC([)A[ —

L .A-,ESSd(t)PlcESSd(t)At’ (4)

77.1'4(‘1

Ormsse () + 0rmsse (1) < 1, (5

where E, gss(2) is the capacity level of energy storage
system x in time period ¢; P, gssc(2) and P, pssq(2) are
the charging and discharging power of the energy
storage system in time period ¢, respectively; #,.. and
7.4 are the charging and discharging efficiency of the
energy storage system, respectively; w is the self-
discharge rate of energy storage; At is time interval;
and 0..psse (2) and O,.pssq (2) are the charging and
discharging operation state (0/1) of energy storage
system in time period .

Equipment costs in the micro grid can be classified
into fixed investment, equipment operation and
maintenance costs, and energy storage system cost of
wastage. The fixed investment expense shall be
specifically analyzed in combination with the micro-
grid system, but it does not affect the optimal
operation of the micro-grid system. The calculation is
not described here.

The operation and maintenance cost of wind power

generation and photovoltaic power generation
equipment are represented as
Ml' - K[P[ 1) (6)

where M, the operation and maintenance cost of
equipment 73 K, is the operation and maintenance
cost coefficient of equipment i; and P; is the output
power of equipment. The operation and maintenance
cost of photovoltaic array is 0. 009 6 ( Yuan/kW).
The operation and maintenance cost of the wind
turbine is 0. 009 6(Yuan/kW).

In energy storage system, the operating wastage of
battery is defined as

Fp(A@) =B | Py(AD) | At X f(Dy())s (D)

1, 0<<Dy(®) << Dyuc»
f(Dy,0) =

LD, = D)+ 1D < D <1,

(8

where Fp(At) is the operating wastage cost of energy
storage system in time period Ar; S is the operating
cost coefficient of the battery; D, (z) and P, (At) are
the discharge depth and discharge power at time ¢; f,
is the penalty coefficient determined by discharge
depth; and D, is a threshold value.

2.2 Optimization model of consumer satisfaction

maximum

Fg iS the

consumer satisfaction. Through the sampling survey

Optimization objective

of consumers, it can be known that load satisfaction,
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user comfort and electricity price are important
factors in user experience. Therefore, the definition
of consumer satisfaction is considered from the
following three aspects: load satisfaction, user
comfort level, and electricity price. In order to better
reflect consumers’ electricity consumption experience
and more comprehensively and objectively reflect
consumers’ satisfaction with electricity consumption,
consumer satisfaction is defined in the form of

multiplication of the three factors, and we obtain

24

> ZP (D) +2 ZP\,(w
=1 =1

Fz - [2:11 ><
ZPW,<1>)+E ZP”(z‘)
=1 =1
24 - 24
(APZ(t>> 8IF)priceEf)load(l")
e e =1 ¢
Z P () DUP, i (D P (D)

In Eq. (9), the first part is load satisfaction, the
second part is customer comfort level, and the third
P, (),
P.,(¢) and Py, (¢) are the uninterruptible load power

part is price satisfaction. Among them,
of unit equipment, the interruptible load power of
unit equipment, and the maximum demand power of
unit equipment in time period T, respectively; AP(2)
is the transferred load; Pi.q is the total load demand;
P (1) (0. 4<<P,:. (1)<<1. 2) and P, are the selling
price of micro-grid system and the consumer’s
expected price, respectively; and e; is the influence

factor.
2.3 Physical and operational limits

The power balance constraint is expressed as

24 N
Z DIPusv (D) + ZPI wr (£ + ZPl,n(z) -

n=1 = =

2 (P (£) —

where N and I are the total number of wind turbines
P,,, PV ( A )’
are the output of unit

N

Lmload(t)) 9 (10)

and photovoltaic array, respectively;

Piwr() and Py, (1)
photovoltaic array, wind turbine and battery at time
t, respectively; P.q(2) is the load demand at time ¢;
and P 0q(2) 1s the cutting load at time ¢.

The operation constraints of wind power system

and photovoltaic system are expresses as
ngmp\/(t)g IFI’]\;}X9 O<P

awr (8) << PR

(1D

where PE* and P are the maximum output powers

of unit photovoltaic array and wind turbine,
respectively.

Energy storage system constraint is expressed as
s < Erpss (1) < Effss
O..ksse (1) Plisse << Popsse << 0psse () Plisse s
8..kssa (1) Pitssd << Prpssa << Opssa () Plissa s
0. 05ET s << E,.pss (1) << 0. 95E s »
Ses = Elpsss 12)

min max

where E™pis and E™is represent the minimum
capacity and the maximum capacity of the energy
storage system,respectively; PMhe. and P™¥s. are the
minimum charging power and the maximum charging

min

power of energy storage, respectively; bssq and

M are the minimum discharging power and the
maximum discharging power of energy storage,
respectively; and Efpss and Ef g are the initial and
final state of the energy storage system in the

optimized period, respectively.

3 Proposed algorithm

3.1 Basic quantum particle swarm optimization

Quantum particle swarm optimization (QPSO)
combines quantum theory with PSO. It makes use of
the polymorphism and uncertainty of quantum
behavior, so that particles can appear at any place in
space with a certain probability. Instead of focusing
speed of particles!™, QPSO

determines the probability of particles appearing at a

on the moving

certain position at a certain time through the
probability density function. By introducing the
average best position, the global search ability of the
algorithm is improved greatly. The QPSO is designed
as

1 M
M], — MZ Pi?
i=1

P=yP,+{0—7P;,

X,(t+1) =P=+8| M, — X.() \Xln%»

13

where M is the population size; ¥ and px are random
numbers distributed on the interval of [0,1]; M, is
the average best position of particles; P; and P; are
the individual optimal position and the global optimal
position of the particle, respectively; X; () is the
position where particle i iterates ¢ times; [ is
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accommodation coefficient; N, and Ny are the
number of current iterations and the number of
maximum iterations. respectively. Although the
global search ability of QPSO algorithm has been
improved, like the traditional PSO algorithm, it has
great blindness in the initial stage and strong
convergence in the later stage. It has not
fundamentally solved the premature defect of the
As the number of
iterations increases, it is easy to fall into local
Studies have shown that when B

changes linearly, with the increase of iteration times,

algorithm in the later stage.
optimization.

particle swarm will gradually gather and gather, and

diversity will gradually decrease until

[21]

particle
stagnation

3.2 LM-AQPSO algorithm

In order to overcome the shortcomings of QPSO
algorithm, we propose an improved local mutation
adaptive QPSO algorithm based on Ref. [22], called
LM-AQPSO algorithm.

3.2.1

At the end of each crossover mutation, the optimal

Local variation strategy

solution of the particle is cross-mutated in a small
scale and compared with the original optimal solution
to prevent the algorithm falling into the local optimal

solution,

== |
{1 ] 1]3]4|
| |
Variation : :
Possible ways of | 1 313 |4 |

mutating
123 ]a]|]— : :
Current optimal position [lL 43 ]4|

of the particle

Fig. 2 Case of local mutation

3. 2.2 Parameter dynamic adjustment strategy

According to Eq. (13), only 8 in the QPSO
algorithm is tunable, which not only makes the
QPSO algorithm easy to implement, but also makes
the selection more important. Generally speaking, 8
decreases linearly with the increase of the number of
iterations, and it is easy to fall into local
optimization. Therefore, we introduce two indices,
particle evolution degree and particle aggregation
degree, and then obtain

L] (k) == %

[P (k) — Py (&) I + [P (k) — Pra(k)

L,(k) = D> [Pu(k)/Py(K—11, (14)

k=Tt

where L, (k) and L, (k) are the particle evolution

degree and the particle aggregation degree,
respectively; Ppq (k) is the worst case of particle
swarm; T and ¢ are observation time and observation
period, respectively; When L; and L, are less than a
certain threshold, particle swarm can be regarded as
slow evolution with low diversity, and particle
swarm may be trapped in local optimum. At this
point, by adjusting B3, the problem of the local

optimal trap can be improved as

_ B+tc
B=1rC (15)

where ¢ is a constant, and ¢ is set to be 0. 07.

3.3 Multi-objective optimization algorithm
based on LM-AQPSO

Multi-objective optimization aims to obtain a set of
non-dominated optimal solutions. At this time, the
existence of global optimal solutions is no longer
reasonable. Therefore, in order to adapt to multi-
LM-AQPSO
algorithm is adjusted, in which the object of local

objective  optimization  problems,
variation is adjusted to Pareto optimal solution.
Thus, the individual optimal position and the average
optimal position in Eq. (13) are expressed by Pareto
optimal solution, and the concept of global optimal is
not considered. The particle position updating

equation is adjusted to
P - yP%‘aretL)(t) ’
XG+D =P+ =P8 Pino® —X.® | 1/, (16)

where P (¢) is the {th solution of Pareto optimal
solution; ¢ is the random integer within[ 0., |, and
m; is the number of solutions in Pareto optimal
solution set.

Crowded distance sort

Ii I New P,

areto

P

Pareto

P,

arelo, new

Find non—dominated set by delamination

Fig. 3 Hierarchical sorting algorithm

The multi-objective LM-AQPSO algorithm called
MO-LM-AQPSO is shown in Fig. 3. And the specific
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steps of MO-LM-AQPSO algorithm are as follows:

1) Particle swarm P, is initialized and the number
of particles m,; is set in particle swarm P,; optimal
solution Ppu,eo 1s initialized and the number of
solutions m, is set in the optimal solution Ppaeos
maximum iteration number is set.

2) Find the non-dominated set Ppueo.new from the
particle swarm.

3) As shown in Fig. 3, the original optimal
solution set Ppy.o is merged with the non-dominant
solution set Ppueo.news and the new Ppueo 1s Obtained
by hierarchical sorting method. The specific process
is as follows: firstly, all non-dominant solutions in
Prueo U Pracomew are solved and put into the set Fj.
Next, the solutions of F, are removed from Ppe, U
Prueonews and we continue to find the non-dominant
solution in the remaining solution, and put it into the
set F, until we have done with all the elements of
Praeio U Ppaeio.new-

4) The crowding distance is used to sort all the
elements in F=F, UF, UF; U+ from large to small.
The crowding distance equals the distance that is the
sum of two fronts and a rear solution on all objective
functions, and the crowding distance of edge nodes is
set to infinity. As shown in Fig. 3, after sorting, the
first m, solutions are selected as the new optimal
solution set Ppaeto.

5) The Ppueo optimal solution set is observed and
local variations are made. According to Eq. (16), P,
is updated with the new Pareto optimal solution set
to obtain the new particle swarm P, ... Then, as in
steps 3 and 4, merging P, and P, ... The new P,
particle swarm is obtained by hierarchical sorting
method.

6) Determine whether the maximum number of
iterations is reached. If the maximum number of
iterations is reached, the search will end and the
optimal solution set Pp,., will be output. Otherwise,
go to step 2 and continue with the iterative search.

3.4 Optimization process

The MO-LM-AQPSO algorithm is adopted to
obtain the Pareto optimal boundary with the goal of
the maximum benefit on the power generation side
and the maximum user satisfaction. The day-ahead
optimization set the number of particle swarm to be
200, the size of the optimal solution set to be 50, and
the maximum number of iterations to be 200. The
flow chart of day-ahead optimization is shown in
Fig. 4.

Begin '

Input wind speed, temperature and light intensity to determine
the maximum output of each power generation system

1

Input target function and constraints

1

MO-LM-AQPSO algorithm is used to
find Pareto optimal solution

According to set conditions, optimal solution
is selected from Pareto solutions

End

Fig. 4 Flow chart of day-ahead optimization
4 Results and discussion

4.1 Parameter settings

The parameters of wind power generation
equipment, photovoltaic power generation system

and energy storage system are shown in Tables 1—3.

Table 1 Parameters of wind turbine

Wind turbine 1 2 3 4

w1

Rated power (kW) 15 15 15 15 10

Table 2 Parameters of photovoltaic array

Photovoltaic array 1 2 3

Rated power (kW) 30 25 20

Table 3 Parameters of energy storage system

Eaui . Specification Quantit Capacity
duibmen (V/(A+ ) vany KW+ h)
Lead acid battery 2/1 000 980 200

The predicted wind speed, temperature, light
intensity and load demand in a day are shown in
Fig. 5. The total load demand of the whole day is
1273.8 kW, among which the demand of
uninterruptible load is 733.2 kW. The starting
power of the battery is required to be 1/2 of the
maximum capacity, and the starting and ending
states of the battery are the same.
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Fig. 5 Prediction curves of wind speed., light intensity,

temperature and load

4.2 Analysis of results

Strategyl: Without considering translational load
and time-of-use electricity price.

By optimizing the objective function, the Pareto
solution considering benefit of power generation and

consumer satisfaction can be obtained, as shown in
Fig. 6.

700,
™
e
685} %
T
= wﬁ”‘vz& "
% 670t 5
g
[=a]
655}
640

0.5 0.6 0.7 0.8 0.9 1.0
Consumer satisfaction

Fig. 6 Pareto solution considering of power generation benefit

and consumer satisfaction

A calculation strategy of power shortage loss

considering satisfaction-related constant is

introduced, which can be obtained by combining

Ref. [23] and expressed as

Cowe Wi n7) = A &2 WV loss
loss (Wiogs » We

where Cy is the loss caused by insufficient electric

+ ‘81 (Wloss — Wlnss T) ’ ( 1 7)

quantity, a; and 8, are the variable constants related
to the missing electric quantity, a. is the variable
constants negatively related to satisfaction, Wy is the
maximum demand electric quantity, W is the lack
of electric quantity, and z is the user type,z&€[0,1].

An optimal solution is selected to maximize the
benefit of power generation. It can be seen from

Fig. 7 that when the consumer satisfaction is 91. 5%4
the maximum benefit of the power generation is
653. 2 Yuan. Meanwhile, according to the simulation
results, the selling price is 0.63 Yuan/(kW « h),
and the daily supply is 1 167 kW « h. The output of
each system after optimization is shown in Figs. 8 and
9. The state of the battery, the load demand power
and actual generation side supply are shown in

Figs. 10 and 11.
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670 *Mm**
"

ety

’%‘ - Sk Heleblhobletck R F PF W:tm %
2 640 | L
< w o
&= % Benefit of generation side
q:'\ 610t 4 Benefit of generation side under|{power
f-‘z shortage loss |

580+

550 . . . . . . . . .

0.55 0.65 0.75 0.85 095 1

Consumer satisfaction
Fig. 7 Benefit of power generation diagram
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Fig. 8 Maximum allowable output power and optimized output

power of wind power generation system
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Fig. 9 Maximum allowable output power and optimized output

power of photovoltaic system

As shown in Fig. 8, the output power of wind
power generation does not reach the maximum point
in 15: 00—17: 00. As shown in Fig. 9, the output
power of photovoltaic power generation does not
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reach the maximum point in 15: 00 — 16: 00. The
renewable energy is not fully utilized. As the cost of
wind power generation is greater than that of
photovoltaic power generation and the battery tends
to be saturated, the wind power generation fails in
15:00—16:00.

1.0

0.9t
0.8¢

Battery status

e i
[ CER T R -

0 L n
0 5 10 15 20 24
Time (h)
Fig. 10 Battery status
100 B 1oad demand
[ Actual supply
80
Z 60
B
g
£ 40
20
0
0 5 10 15 20 24

Time (h)
Fig. 11 Load demand and generation side supply

As shown in Fig. 10, because of the constraint that
the battery initial state is equal to the end state, the
battery does not discharge in 21: 00 — 24: 00. The
problems of power shortage and power loss can be
solved by increasing battery capacity appropriately
through researching energy storage equipment, but
the relationship between battery cost and power

should be

In addition, an incentive strategy

shortage-loss cost considered
simutaneously.
considering multiple load types and time-of-use
electricity price is proposed to improve the benefit of
power generation side, consumer satisfaction and
ratio of energy utilization.

Strategy 2: Considering a variety of load and time-
of-use electricity price

Due to the large amount of electricity consumption
from 19:00 to 22:00, the electricity cost is relatively
high. The low peak period is from 13:00 to 17:00,
and the electricity cost is relatively low. The

electricity price of each period is shown in Fig. 12,

1.4

ectricity price (Yuan)

El

0 5 10 15 20 24
Time (h)
Fig. 12 Electricity price at each moment under time-of-use
electricity price
When the translational load is taken into

consideration, all interruptible loads can be
translated. Provided that shift-out load is equal to
shift-in load, it is verified by calculation that the
power of generation side supply can fully meet the
load demand under this condition. The comparison of
supply of power schemes of strategy 1 and strategy 2

is shown in Fig. 13.
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[e]

20t Y

\
\
\
Vo \ ]
\ / Non-translgtion al
\
v

/ oad\ _ _
N/

o 5 O 0
Time (h)
Fig. 13 Power supply schemes under different strategies

Non-translational load is indispensable to people’s
life. It is required that the power supply should be
greater than the amount of non-translational load.
The translational load represents the maximum
transferable load at this moment. After translation,
the load demand at a certain moment shall not be
greater than the sum of the original load demand and
the translational load. Under the time-of-use pricing
strategy, the demand for energy storage system can
be reduced by encouraging users to use electricity in
low peak period. As can be seen from Fig. 13, the
load is mainly shifted to the period from 12: 00 to
17:00,
consumption during peak period and solves the

which alleviates the pressure of power

problem of power loss. But at the same time the
consumer’ s electricity comfort problem occurs,
which leads to a decrease in consumer satisfaction.
After taking load and

translational time-of-use
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electricity price into consideration, the measured
output power of power generation is 1 273.8 kW,
which meets the load demand of users, the benefit of
power generation is 667.9 Yuan, and consumer
satisfaction is 92. 91 %.

Renewable energy efficiency and battery status are

shown in Figs. 14 and 15.
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As can be seen from Figs. 14 and 15, the waste of
renewable energy has been effectively solved, and the
utilization rate of renewable energy has increased
from 91.59% to 99. 84%. In addition, the discharge
depth of the battery decreases, which reduces the
wastage of the battery. Strategy 1 and strategy 2 are
compared in Table 4.

Table 4 Comparison of strategy 1 and strategy 2

Benefit Consumer Power

(Yuan) satisfaction (%)  supply(kW)

Energy

Indicat
ndicator efficiency (%)

Strategy 1 653. 2 91. 50 1167 91.59

Strategy 2 667. 9 92.91 1273.8 99. 84

5 Conclusions

Micro-grid system can effectively utilize renewable
distributed energy. The system optimization is an
effective way to ensure the efficient operation of

micro-grid system. From the perspective of energy

management, the day-ahead optimization of the

micro-grid system is achieved considering the
maximum benefit of generation and the maximum
proposed MO-LLM-
AQPSO algorithm is used to obtain the Pareto

optimal solution boundary. Furthermore, the power

consumer satisfaction. The

shortage and power loss are introduced, and the
optimal solution is selected to maximize the benefit of
power generation. Simulation results show that the
algorithm is feasible and effective. On this basis, we
consider the time-of-use pricing incentive measures
under various load types, and obtain the power
output situation under strategy 1 and strategy 2. It is
of great significance to establish the corresponding
electricity price incentive measures to maximize the
utilization of renewable energy and to improve the

benefit of power generation and consumer

satisfaction.
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