Vol.3 No. 3, Sept. 2012

Journal of Measurement Science and Instrumentation

Sum No. 11

BP neural network classification on passenger vehicle type
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Abstract: This paper has concluded six features that belong to passenger vehicle types based on genetic algorithm(GA) of fea-
ture selection. We have obtained an optimal feature subset, including length, ratio of width and length, and ratio of height
and length. And then we apply this optimal feature subset as well as another feature set, containing length, width and
height, to the network input. Back-propagation(BP) neural network and support vector machine(SVM) are applied to clas-
sify the passenger vehicle type. There are four passenger vehicle types. This paper selects 400 samples of passenger vehicles,
among which 320 samples are used as training set (each class has 80 samples) and the other 80 samples as testing set, taking
the feature of the samples as network input and taking four passenger vehicle types as output. For the test, we have applied
BP neural network to choose the optimal feature subset as network input, and the results show that the total classification ac-
curacy rate can reach 96% , and the classification accuracy rate of first type can reach 100% . In this condition, we obtain a
conclusion that this algorithm is better than the traditional ones™ .
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0 Introduction

Electronic toll collection (ETC) is an important
part of intelligent transport system (ITS). In recent
years, It has been widely used in the world, and
China also pays great attention to it. Many provinc-
es and cities in China are transforming the toll way
with the application of ETC. In addition, some ar-
eas have put it to practice. ETC has advantages in
certain aspects, such as energy saving, emission re-
duction, the increasing of passing rate and the re-
ducing of working strength and so on. Toll collec-
tion is based on the type of vehicle. In this condi-
tion, although vehicle information has been stored
in the integrated circuit(IC) card, there is still the
existence of leaking tolls by swapping IC card.
Combining automatic vehicle type classification with
IC card can effectively avoid tolls’ loss. This paper
applies genetic algorithm (GA) feature selection to
choose six features about passenger vehicle types for
an optimal subset, and uses back-propagation (BP)
neural network to classify four types of passenger
vehicles for better results.

Artificial neural network ( ANN) is actually a
complex network which is connected by simple com-
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ponents. The specific ANN consists of many neuron
models which are the same, parallel and intercon-
nected. And the signal is processed by the interac-
tions in neurons'’ .

Genetic algorithm is an adaptive probability opti-
mization technology based on genetic and evolution-
ary mechanism for the optimization of complex sys-
tems, and it is a random search algorithm which le-
arns from natural selection natural genetic mecha-

nisms >’ .

1 Models about BP and SVM

BP network is the kernel of the feed-forward neu-
ral network. 80% —90% of the ANN models use BP
network or its changing forms. BP network is a
multilayer network which conducts weights training
of nonlinear differentiable function. BP algorithm
consists of information forward propagation and er-
ror back propagation. In the error back propaga-
tion, the error is returned along the original path-
way in the network to modify the weights of the
neuron on each layer until it reaches the expected
value. BP network structure with a hidden layer is
shown in Fig. 1.
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Fig.1 BP neural net model with a hidden layer

In Fig. 1, P denotes the input, A denotes the pre-
dicted output, i is the number of hidden layer neu-
rons, k the number of output neurons, W, and W,
denote the weights, B, and B, denote the biases, F,
and F, denote the activation transfer functions. The
number of input neurons equals to the number of
matrix P s rows. The formula of the network output
can be described as

A = F(WP + B), (1)

where A,F, W, P and B stand for matrix.

Activation transfer function commonly uses
threshold function, sigmoid and linear function.

Support vector machine (SVM) is an algorithm
which can make the input vector be mapped into a
high-dimensional featured space through a pre-se-
lected nonlinear mapping. An optimal classification
super plane can be built in this space in order to
transform low-dimensional ones being linearly in-
separable to high-dimensional samples being linearly
separable. Such transformation can be realized with
the application of the kernel functions . The origi-
nal SVM is a binary classifier. SVM schematic dia-
gram is shown in Fig.2.
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Fig.2 SVM schematic diagram

Radial basis function (RBF) kernel function is a
commonly used one which is shown as

K(x,x;) =exp(— Il x —x, [1?/26*), (2)

where, x and x; denote feature vectors of the sam-
ple.

2 Using GA for feature selection

Feature selection is the process to select a group
of optimal feature subset d (d < D)) from feature
set D', Feature selection can help diminish the ir-
relevant or redundant features so as to achieve re-
duction of feature number, improvement of accura-
cy of the model and reduction of running time.

The process of feature selection generally includes

generation procedure, evaluation function, stopping
criterion and validation procedure. Stopping criteri-
on is related to the evaluation function, which gen-
erally refers to a threshold. The search stops when
the value of the evaluation function is in the thresh-
old. Validation procedure can verify the validity of
the feature subset based on the data set. The process
of feature selection is shown in Fig. 3.
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Fig.3 Feature selection process

2.1 GA for generation procedure

GA elements include parameter coding,| the initial
population setting, design of fitness fungction, de-
sign of genetic manipulation (selection, [crossove
mutation ) and control parameters setting. Th
higher the fitness value is, the better the individual
is. Crossover is a main method to generate a new in-
dividual. Crossover operator and mutation operator
cooperate together to complete the global search
and local search in the search space.

Generation procedure is a process to search fea-
ture subspace. Searching algorithms can be divided
into complete algorithm, heuristic algorithm and
random algorithm. GA belongs to random algori-
thm">°'.

The parameter coding is applied in this paper, in
which the chromosome length is 6, and each gene
represents a feature. Allele value is {0,1{, where 0
means that we should not select this feature and 1
means the opposite'” .

A typical general population of GA is composed
of 30 — 100 individuals. However, due to the limited
number of the feature set of this paper, we select
the population with 10 individuals. The fitness func-
tion is

1
( T _ A )2 ’ (3>
where T denotes the desired output and A is the
note of the predicted output.

Selection is an operation of choosing the fittest in-
dividuals. The selection function in this paper utili-
zes the method of stochastic universal sampling,
which chooses an individual according to the breed-
ing probability transformed from the fitness of the

G(A) =
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individual in the current population, and then the
selected individual is transferred to the next popula-
tion. This paper uses a single point crossover opera-
tor and a discrete mutation operator for the opera-
tion of crossover and mutation. Control parameters
are the optional parameters.

2.2 Evaluation function

Evaluation function is employed to evaluate the
feature subset provided during generation proce-
dure. In terms of the working principle, the evalu-
ation function can be divided into filter and
wrapper" . In this paper, the wrapper is used as the
evaluation function, and essentially it is a classifier.
To classify the sample set, wrapper uses the selected
feature subset, and the classification accuracy is to
standardize the fitness of the feature subset. BP net-
work is selected as the evaluation function in this
paper, and the smaller (T — A)” is, the higher the
classification accuracy is.

3 Model and results analyze

scale. Classification standard is shown in Table 1.

Table 1 Classification of the passenger fee scale
e <7 8-19 20-39 =40
Classification
seats seats seats seats
Type First type  Second type Third type  Forth type

In this paper, passenger vehicle uses length,
width, height and its ratios as features; six features
are shown in Table 2.

Table 2 Six features of the selected vehicles

3 5

1 2 4 6

length width height width/length height/length width/height

This paper uses GA for feature selection to select
the six features, BP network as the evaluation func-
tion. In this paper, BP neural network is of multiple
input and single output. The optimal result of fea-
ture selection is shown in Table 3.

Table 3 Optimal feature subset

1 4 5
This paper classifies the passenger vehicles into length width/length  height/length
four types based on Chinese highway passenger fee
Table 4 Four comparison results
Optimal feature of BP LWH of BP Optimal feature of SVM LWH of SVM
First type accuracy/ % 100 100 100 100
Second type accuracy/ % 80 70 70 80
Third type accuracy/ % 95.24 95.24 85.71 85.71
Forth type accuracy/ % 100 96.43 96.43 100
Total accuracy/ % 96.25 93.75 91.25 93.75
Classification figure Fig.4 Fig.5 Fig.6 Fig.7
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Fig.4 Optimal feature of BP

Taking the sample features as input vectors, the
vehicle types as output vectors, the type of each
sample is known. When classifying, the type of ve-
hicle as the output, where 1,2,3 and 4 represent the
output. This paper uses Matlab to conduct programs
and the data are normalized, then we conduct

Fig.5 LWH of BP

classification and prediction. This paper uses 400
samples, where 320 samples are used for training
(each class contains 80 samples), and the other 80
samples for testing (the first type contains 21 sam-
ples, the second type contains 10 samples, the third
type contains 21 samples, the forth type contains 28
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samples).

The feature of the optimal feature subset in BP
neural network is used as the feature vector. Com-
paring the output of BP neural network and the out-
put of SVM" with three feature vectors of length,
width and height(LWH), we can obtain the results
listed in Table 4 and illustrated in Figs.4—7.

4.0 .
#  Desired output
--+-@- Predicted output
35
2 3.0 - o
& ; ;
| |
S 25l
-l
S
S 20
[S 9
1.5
1.0 . . . . A
0 10 20 30 40 50 60 70 80
Sample
Fig.6 Optimal feature of SVM
H #  Desired output
<@ Predicted output
= - ®
& i
2 .. |
= 25}
2 H
S 20
=)
1.5
1.0

0 10 20 30 40 50 60 70 80
Sample

Fig.7 LWH of SVM

4 Conclusion

ETC has become the trend of China’s highway

toll for its development, and a good classification
can contribute to improving the working efficiency.
The test results show that with the application of
GA for feature selection, we can obtain an optimal
feature subset which leads to an ideal classification
for vehicle types.
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