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Application of signal sparse decomposition in dynamic test
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Abstract: In dynamic test, sampling rate is high and noise is strong, so a signal sparse decomposition method based on Gabor
dictionary is put forward. This method iteratively decomposes the signal with the matching pursuit (MP) algorithm and takes
the coherence ratio of the threshold as a condition of iteration termination. Standard MP algorithm is time-consuming, thus
an adaptive genetic algorithm is introduced to MP method, which makes computation speed accelerate effectively. Experi-
mental results indicate that this method not only can effectively remove high-frequency noise but also can compress the signal

greatly.
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0 Introduction

With the development of the scientific research,
more and more transient signals need to be measured
accurately. High sampling rate is required when the
signals change fast, so there will be an enormous
amount of data generated by measuring. In the pro-
cess of measuring, the electronic equipments will
bring high-frequency noise into measurement re-
sults, so compression and denoising are significant
methods for signal processing in dynamic test'"’ .

From Fourier transform to wavelet analysis, sig-
nal analysis and processing methods have been
greatly improved, but there are still a lot of short-
comings. Because the basis set is thinning in signal
space and the signal can not be sparse when it is de-
composed in this basis set. While in the over-com-
plete dictionary of atoms, the basis sets are dense
enough in signal space and any signal can be ex-
pressed by a set of best matching atoms. Therefore
the signal becomes sparser when it is decomposed in
the over-complete dictionary of atoms* .

In 1993, sparse decomposition method was put
forward firstly. After that it quickly became a new
tool in signal processing. Now it has been success-
fully used in signal denoising, parameter estimation,
compression perception, etc.

In this paper, a signal sparse decomposition meth-
od is put forward based on matching pursuit (MP)

* Received date: 2013-01-09
Corresponding author: XUAN Zhi-wei(shine071201@163. com)

Document code: A
doi: 10.3969/j.issn. 1674-8042.2013.03.009

algorithm. It decomposes the dynamic test signals
with the Gabor dictionary and achieves denoising
and signal compression"” .

1 Algorithm realization

1.1 Matching pursuit algorithm

The MP algorithm is adopted to choose the best
atoms in sparse decomposition, which is a kind of
greedy iteration algorithm. Sparse decomposition of
a signal can be obtained by iteratively projecting a
signal onto a given over-complete dictionary and
choosing the dictionary atom that best matches the
signal for each iteration. Its fundamental principle
can be described as follows:

Let H be a Hilbert space and D = {grm ,m =0,
1,--,M — 1} be the over-complete dictionary in H.
The atoms are normalized, satisfying || g, | =1.

Let x(¢) be the signal and it can be decomposed as

M-1
2() = YR, g dg +R'x, (1)

m=0

where R"x is the residual after the m-th iteration
(R°x=x(t)), and g, is the atom that best matches

the residual R"x, which is determined by
|<R'"x,g,m>|. When g, ~satisfies | <R’”x,g,.m> =

sup | (R"x,g, )|, we take g, as the best matching
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atom, having R"z = R" 'x = (R" 'z, g, ). Such

process is carried out iteratively until the termina-
tion condition occur, and then x () can be ex-
pressed as Eq. (1). This process also means that we
obtain the useful information and discard the residu-

al noise™* .

1.2 Over-complete dictionary

The construction of the over-complete dictionary
is a very important step for signal sparse decomposi-
tion. Firstly, the dictionary must be over-complete,
and then a group of atoms can be found to express
any signal. The characteristics of atoms must be suit
for the signals. Since dynamic test signals are non-
stationary, the atoms must have time-frequency
characteristic.

Gabor dictionary is an over-complete dictionary
which is the most popular in application. The Gabor
atoms can be expressed as

f/?g(t : T)cos(& + ), (2)

gy([) =

2
Tt

where g(t) = 2ie™ is the Gaussian window; ¥ =
(s,7,&,¢) includes the parameters of atoms of
which s is spread in the time axis or time scale, 7 is
time delay, € is center frequency and ¢ is phase. In
application, the parameter 7 of Gabor atoms is dis-
cretized, so the number of atoms in dictionary is
limited. The parameters after dissociation can be
expressed as

y = (2, p2  km2"7,inl6), j,p. ki € =, (3)
and then the atoms can be expressed as

gu(n) = g (n — 2« p)eos(nkm - 2" + in/6),

71:0,1’“"]\]_1’ (4)

where N is the length of the signal, L = log,(N),
je,L], p € [0,2°N], k& € [0,2) and
i € [0,11].

1.3 Adaptive genetic algorithm

MP algorithm is easy to be understood, but its cal-
culation is time-consuming. Especially when the sig-
nal length and the number of atoms are huge, the
calculation price is difficult to be accepted in actual
application. Genetic algorithm is a kind of global
parallel search algorithm with high efficiency,
which can reduce computing times. However, the
standard genetic algorithm also has many shortcom-
ings. In this paper, an improved adaptive genetic
algorithm is put forward.

There are two major parameters in genetic algo-

rithm, namely crossover P, and the mutation proba-
bility P, . They influence the convergence speed di-
rectly. P. determines the creation speed of new in-
dividual. Higher crossover may destroy the mode of
the excellent individual and lower crossover will de-
lay the production of new individual which may lead
to premature convergence. P, determines the abili-
ty jumping out of the local optimal solution. If mu-
tation probability is lower, the generation speed of
new model will be slow. While mutation probability
is higher, the algorithm will become random search
algorithm to some extent. The ideal situation is that
P.and P,, are assigned adaptively according to the
sort order of fitness in the population.

Rinvivas M S put forward an adaptive genetic al-
gorithm, but the search ability of his algorithm was
relatively weak in the early evolution”'. Therefore,
an improved adaptive genetic algorithm is put for-
ward in this paper. P, and P,, are calculated by

<P(-17Px2)(f/7favg) ’
P, F < fan
(5)
Py~ PO~ fu)
P, = JP"“ S = e S
o » < S
(6)

where f,,, is the maximal fitness in population, f,,
is the minimal fitness in population, f” is the bigger
fitness of the two individuals need to cross and f is
the fitness of the individual needs to be mutated. In
this paper, P, equals 0.9 and P, equals 0.6; P,
equals 0.1 and P,, equals 0.001.

1.4 Iteration termination condition

The quality of reconstruction signals is influence
by the iteration times of MP algorithm, finding rea-
sonable times of the iteration is very important to
improve the performance of MP algorithm. The tra-
ditional iteration termination conditions mainly in-
clude two kinds as follows:

1) Fixed iteration times. Set a value m, the loop
iteration stops when the number of iteration equals
m. The bigger m may bring much noise in recon-
struction signals, while the smaller m may result in
loss of information.

2) Residual threshold. Set a value as threshold,
when the residual signal || R"z |5 is less than the
threshold, the iteration is terminated. But it is dif-
ficult to find a proper threshold in case that the
SNR of the signal is unknown'®'.

In application, the dynamic test signals consist of
useful information and noise. There is strong coher-
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ence between useful information and atoms, while
there is little coherence between noise and atoms
beacuse the noise is always Gaussian random noise.
With the increase of iteration times, useful informa-
tion is extracted step by step and the coierence be-
tween residual signal and atoms gradually decreases.
Thus the coherence ratio is taken as the termination
condition of iteration'”’. Coherence ratio is defined
as

| (R"x,g;) |

(7)

After the threshold of the residual coherent ratio
is assigned, the iteration times will change adaptive-
ly as signal SNR level. In this way, extracting useful
information in maximum and noise in minimum can
keep balance.

2 Experimental tests

In order to verify the practical performance of
the method proposed in this paper, we designed a
memory-type temperature measuring system and got
a group of data by it. The curve of temperature sig-
nal to be tested is drawn in Fig. 1.
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Fig.1 Tested signal

From Fig. 1, it can be seen that the tested data
contain a lot of unavoidable noise. The noise limits
that the data can be used for in a certain extent.
The experiment includes a 12-bit A/D chip and each
sampling result takes 2 byte and the sample rate is
1 MHz. Every time we need 1 s to get the data, so
the final date is about 2 Mbyte. If the sample rate is
higher, the data will take more space.

The temperature signal shown in Fig. 1 is decom-
posed with the method described in this paper. The
default setting of the population size is 21, the evo-
lution time is 100 in genetic algorithm and the
threshold of coherence ratio is set to 0. 005. The
rest of the parameters are selected according to ex-
planations in section 1. 3.

The reconstruction signal is shown in Fig. 2 and
the residual signal is shown in Fig.3. Obviously, the

reconstruction signal is very smooth while the resid-
ual signal is almost high-frequency white noise.

The Fig. 4 shows the change of the coherence ra-
tio. It can be seen that coherence ratio reduces with
the increase of iteration times. The coherence ratio
rises and falls at first, but at last it is overall re-
duced. So setting a threshold of coherent ratio as
termination condition is feasible. In this experi-
ment, coherence ratio threshold is set to 0.005. Af-
ter 14 times iteration, the coherence ratio equals
0.004 2, being lower than the threshold. Thus the
iteration calculation is completed.
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Fig.4 Changing curve of coherence ratio

In order to verify the performance, a comparison
is made between the improved method and standard
MP method. The same signal is decomposed and re-
constructed using different ways in Matlab on the
same computer. The computer has a 2.00 GHz Intel
Pentium dual E2180 CPU, 1.00 GB RAM, and win-
dows XP operating system. The consumed time is
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shown in Tablel.

Table 1 Comparison of two methods

Algorithm Length Time (min)
Standard MP algorithm 663 000 139
Improved algorithm 663 000 3.2

From the experimental results, it can be seen that
the improved method can reduce noise and compress
the signals at the same time. Since the choice of dic-
tionaries is not limited, the sparse decomposition
provides extremely flexible signal representations.
For example, the temperature signal is expressed as
a linear combination of 14 total atoms and each at-
om only has 5 parameters. Hence only 70 parame-
ters can represent the original temperature signal
which size is 1.326 Mbyte.

3 Conclusions

1) The sparse decomposition method provides ex-
tremely flexible signal representation. The method
described in this article not only removes the noise
well but also dramatically compress the size of the
signals.

2) The adaptive genetic algorithm and the coher-
ence ratio threshold termination rule improve the
efficiency and intelligence of MP algorithm al-
though there still is chance to enhance the speed of
computing. Actually the tested signals are usually
band-limited signals, If we know the frequency
ranges of the tested signals in advance, we can re-

duce the number of atoms of the dictionary and then
increase the speed of computing.
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