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Abstract: Self-organizing map (SOM) proposed by Kohonen has obtained certain achievements in solving the traveling sales-
man problem (TSP). To improve Kohonen SOM, an effective initialization and parameter modification method is discussed
to obtain a faster convergence rate and better solution. Therefore, a new improved self-organizing map (ISOM) algorithm is
introduced and applied to four traveling salesman problem instances for experimental simulation, and then the result of
ISOM is compared with those of four SOM algorithms: AVL , KL, KG and MSTSP. Using ISOM, the average error of four
traveling salesman problem instances is only 2. 895 0% , which is greatly better than the other four algorithms: 8. 51%
(AVL), 6.147 5% (KL), 6.555% (KG) and 3.420 9% (MSTSP). Finally, ISOM is applied to two practical problems: the
Chinese 100 cities-TSP and 102 counties-TSP in Shanxi Province, and the two optimal touring routes are provided to the tour-

ists.
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Traveling salesman problem (TSP), as a classical
combination optimization problem, can be defined
as a given graph G =(V; A), where V is a set of n
vertices and A is a set of arcs between vertices, and
each arc is associated with a nonnegative distance.
TSP is to determine a minimum distance of the
closed ring passing through each vertex once and
only once*. As a typical NP-complete problem,
TSP has vast practical applications in our life, such
as vehicle routingm , power-distribution network"’
and printed-circuit-board manufacturing*> and so
on, therefore, it has attracted great research atten-
tion.

In recent years, some heuristic intelligent algo-
rithms have been developed and applied to TSP in
order to achieve a near-to-optimal solution of the
problem in a relatively short period of time. Using
heuristic algorithms, such as exhaustive search
method, tabu search algorithm (TSA)W , simulated
annealing (SA)""', genetic algorithm™, ant colony
system'” and neural networks, etc. , TSP is easier to
be solved successfully. Self-organizing map (SOM)
neural network'"’, as a kind of Kohonen-type
network, has also been used to solve TSP. So in this
paper, firstly, we explain SOM modification proce-
dure for TSP, then we introduce two parameter
modification formulae and initialization methods of
SOM put forword by Kohonen, and finally, we ana-
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lyze the defects of basic SOM and put forword an
improved SOM (ISOM) algorithm.

1 SOM modification procedure for
TSP

SOM put forword by Kohonen belongs to a special
class of neural networks, where each neuron com-
petes with the others to get activated. In order to
provide the readers a intuitive and specific descrip-
tion of SOM network procedure for TSP, this paper
utilizes the following figure (Fig. 1) to explain the
association between learning network'”?’ and a geo-
metrical representation of TSP solution.
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Fig.1  Schematic diagram of two-layer neural network
and associated geometrical representation
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In Fig. 1, [ ¢, cin ] repesents the coordinates of
city ¢; as an input vector, and weights v;; and vj,
can be defined as the coordinates of node v; located
in the output layer. The network is initialized with
small random connection weights and then cities are
sequentially added to the network in a random or-
der. The nodes in the output layer compete with
each other for a given city based on Euclidian dis-
tance and then the winner node J is selected by

J :argmjin§ [ [P (1)

where x; and y; denote the coordinates of city i and
output node j, respectively, and | - ||, is Euclidian
distance. From the above formula, we can sum-
marize that the winner node is the node with the
minimum Euclidian distance to the existing city.

Once the winner node for a given city is found,
the weight vectors of the winner node and its neigh-
bouring nodes are modified in order to get closer to
this city according to the following formula:

Vi =3+ af(o,d) (a2, — 530, (2)

where f(o,d) = exp(— d’/s°) is a neighborhood
function: « and o are learning rate and neighbor-
hood function variance, respectively; d =
min{ || j —=J | ,M— ||j = J |l | is the cardinal dis-
tance measured along the closed ring between nodes
jand J, where || - || represents absolute value and
M is the number of the output nodes.

When the network is stable, each city can find its
corresponding winner node. Furthermore, all the
winner nodes form a closed ring, and after modi-
fied, the closed ring represents a touring route cov-
ering the selected cities and it is approximately opti-
mal solution to TSP.

2 Improvement on Kohonen SOM

In SOM network, there are two adaptive parame-
ters: learning rate « and neighborhood function
variance o, which are vital to solving TSP especially
in routing length and processing time to achieve a
reasonable and optimal solution.

2.1 Parameter modification of ISOM

The new parameter modification formulae prop-
osed in this paper are presented as

a, = exp(— £*/T), (3)
o, = opexp(— kz/T), (4)

where £ = 0,1,2,---, is the number of iterations, T

is a contant related to time, and we give the follow-
ing initial values: 4., = 200, T = 10 000 and ¢, =
10. The modification of learing rate « and neighbor-
hood function variance o are illustrated in Fig.2 and
Fig.3, respectively.
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Fig.3 Modified o in ISOM

2.2 Initialization method of ISOM

Firstly, we suggest that the number of selected
output nodes be twice the number of cities (M =
2n), and in the initialization stage, the neighbor
length be limited to 40% of the output nodes (I =
0.4M). Once a cycle is completed (that is when all
n cities complete their inputs to the network), the
neighboring length will decrease by 2%, which
leads to a lower processing efficiency. Secondly, in
order to prevent a node from being selected as the
winner node for more than one city in each complet-
ed cycle of iterations, an inhibitory index is defined
for each node, which puts the winner node aside
from the competed, providing more opportunities
for other nodes. And before each iteration, the se-
quence of n cities is always permutated randomly.
Finally, it is suggested that the nodes initialization
be on a rectangular frame located on the right of the
n cities’ centroid.
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simulation, the improved algorithm are compared
with Kohonen SOM. For each example, the experi-
ment is conducted for 10 times, and then the best

3 Experimental results

In order to verify the validity of ISOM algorithm,
four examples obtained from general TSPLIB'™ are
selected for experiments. Through experimental

value, average value and relative error are calculat-
ed, respectively. The experimental results are
shown in Table 1.

Table 1 Experimental results’ comparison of average values and relative errors of Kohonen SOM and ISOM
Average value Relative error( % )
Examples
ISOM Kohonen SOM ISOM Kohonen SOM

eil76 558.486 3 572.714 0 3.807 9 6.452 4

KroA200 29 832.550 0 31 030.400 0 1.5818 5.600 6
rat195 2 461.913 3 2 540.860 0 5.9799 9.378 4
pr136 99 660.500 0 101 832.000 0 2.984 9 5.228 8

The comparison of experimental results above
shows that the average values obtained from the im-
proved algorithm are greatly better, and the relative
errors are much smaller than that of Kohonen SOM,
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In order to further evaluate and verify the perfor-
mance of ISOM, it is compared with other four ba-
sic heuristic methods, which are AVL (the proce-
dure of Ange _ niol, Vaubois and Le Texier '),
KL-¢ global-KG"'and MSTSP (modified SOM ap-
plied to the TSP ). The comparison results are
shown in Table 2.

It can be seen from Table 2 that, for each exam-
ple of TSP, the experimental results of ISOM are
greatly better than those of the other four algo-

so the improved algorithm introduced in this paper
is an effective algorithm.

The following Figs.4 — 7 are four experimental re-
sults with ISOM.
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rithms. The average errors of four traveling sales-
man problem instances for five algorithms are:
8.51% (AVL), 6.147 5% (KL), 6.5550% (KG),
3.420 9% (MSTSP) and 2.895 0% (ISOM), respec-
tively.

In order to deeply understand the convergence
process in searching optimal solution, this paper
takes st70 from TSPLIB as instance for conducting
the experiments, and five figures are shown in the
following: the initial condition of M nodes (Fig.8),
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intermediate iterations (Fig.9, Fig.10 and Fig. 11)
and final result (Fig.12), where °

¢

*n

and

“w

-” repr-

esent the cities and nodes located in output layer,

respectively.

Table 2 Comparison results of five algorithms

Number

The optimal

Relative errors

No. Examples of city value known Algoritms Optimal value (%)
AVL 571.3 6.19
KL 564.8 4.98
1 eil76 76 538 KG 567.5 5.48
MSTSP 556.06 3.3579
ISOM 554.66 3.096 7
AVL 30 994.9 5.54
KL 30 200.8 2.84
2 KroA200 200 29 368 KG 30 444.9 3.67
MSTSP 29 908 1.840 4
ISOM 29 599 0.786 6
AVL 2 681.2 15.42
KL 2 607.3 12.24
3 rat195 195 2 323 KG 2 599.8 11.92
MSTSP 2 470 6.332 3
ISOM 2457.7 5.798 5
AVL 103 442.3 6.89
KL 101 156.8 4.53
4 pr136 136 96 772 KG 101 752.4 5.15
MSTSP 98 856 2.1530
ISOM 98 609 1.898 3
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Furthermore,

Fig.10 Convergence in 100th

Chinese 100 cities-TSP and 102
counties-TSP in Shanxi Province are selected as in-
stances for conducting the experiments. Table 4 and

Fig.11 Convergence in 150th

5 show the names of chinese 100 cities and the co-
ordinates'” of 102 counties in Shanxi Province, re-
spectively.
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The experimental results will provide the tourists but also in time, which is shown in Table 6.
with two greatly optimized paths for their traveling -
in China and even in Shanxi Province. 0
Firstly, for Chinese 100 cities-TSP, the results 30
obtained by the proposed ISOM are compared with 70
those of other five kinds of SOM algorithms: 60
SKH'"', CGHNN", F-W'" 6 NCSOM" and 50
ASOM" . The comparison results are shown in Ta- 40
ble 3. 30
Then, for the above two practical instances: the 20
chinese 100 cities-TSP and 102 counties-TSP in 18
Shanxi Province, the results obtained by proposed 0 10 20 30 40 50 60 70 80 90 100
ISOM algorithm are compared with that of ant colo-
ny system (ACS) not only in optimal pathing values Fig. 12 Final result
Table 3 Comparison results of SKH, CGHNN, F-W, nCSOM, ASOM and ISOM
Algorithms SKH CGHNN F-w NCSOM ASOM ISOM
Optimal values 26 578 40 506 25958 25983 25702 20 717.387 626
Table 4 Names of Chinese 100 cities
No. Name of city No. Name of city No. Name of city No. Name of city
1 Alatanemole 26 Haerbin 51 Nanning 76 Taibei
2 Baotou 27 Hefei 52 Nanping 77 Taiyuan
3 Beijing 28 Heihe 53 Nanyang 78 Tianjin
4 Bengbu 29 Hengyang 54 Ningbo 79 Tianshui
5 Changchun 30 Huhehaote 55 Putian 80 Tumen
6 Changsha 31 Jiamusi 56 Puyang 81 Tulufan
7 Changzhou 32 Jilin 57 Chahanwusu 82 Dongwuzhumuqq
8 Chengde 33 Jinan 58 Chengdu 83 Wulumugqi
9 Chengdu 34 Jinhua 59 Qinhuangdao 84 Xianggang
10 Chongging 35 Jiujiang 60 Qiqihaer 85 Weinan
11 Dali 36 Jiuquan 61 Qitai 86 Wuhan
12 Dalian 37 Kashi 62 Rizhao 87 Wuwei
13 Dandong 38 Kuerle 63 Runan 88 Xi’an
14 Datong 39 Kunming 64 Sajia 89 Xichang
15 Eergunazuoqi 40 Lanzhou 65 Sanmenxia 90 Xining
16 Fuhai 41 Lasa 66 Shanghai 91 Xuzhou
17 Fuzhou 42 Liuzhou 67 Shanmen 92 Yantai
18 Ganzhou 43 Luopu 68 Shantou 93 Yibin
19 Geermu 44 Gaize 69 Shaoguan 94 Yichang
20 Guangzhou 45 Luoyang 70 Shenyang 95 Yinchuan
21 Guilin 46 Manasi 71 Shidao 96 Yumen
22 Guiyang 47 Manzhouli 72 Shijiazhuang 97 Zhanjiang
23 Jiangzi 48 Mulei 73 Suzhou 98 Zhengzhou
24 Haikou 49 Nanchang 74 Tacheng 99 Zhuzhou
25 Hangzhou 50 Nanjing 75 Tainan 100 Zunyi
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Table 5 Coordinates of 102 counties in Shanxi Province

No. County East Longitute  North Latitude No. County East Longitute  North Latitude
1 Taiyuan 112.53 37.87 52 Wanrong 110.83 35.42
2 Qingxu 112.33 37.62 53 Wenxi 111.2 35.37
3 Yangqu 112.65 38.05 54 Jishan 110.97 35.6
4 Loufan 111.78 38.05 55 Xinjiang 111.22 35.62
5 Gujiao 112.17 37.92 56 Jiang County 111.58 35.48
6 Datong City 113.3 40.08 57 Yuanqu 111.63 35.3
7 Yanggao 113.72 40.38 58 Xia County 111.22 35.12
8 Tianzhen 114.08 40.42 59 Pinglu 111.2 34.12
9 Guangling 113.27 39.75 60 Ruicheng 110.68 34.71
10 Linggiu 114.20 39.47 61 Hejin 110.7 35.58
11 Hunyuan 113.68 39.7 62 Xin County 112.7 38.38
12 Zuoyun 112.67 40.02 63 Dingxiang 112.95 38.5
13 Datong County 113.6 40.03 64 Wautai 113.32 38.72
14 Yangquan 113.57 37.85 65 Dai County 112.97 39.07
15 Pingding 113.62 37.79 66 Fanshi 113.28 39.2
16 Yu County 113.37 38.01 67 Ningwu 112.28 39.0
17 Changzhi City 113.08 36.18 68 Jingle 111.9 38.37
18  Changzhi County 113.03 36.05 69 Shenchi 112.17 39.1
19 Xiangyuan 113.02 36.55 70 Wuzhai 111.82 38.93
20 Tunliu 112.87 36.32 71 Kelan 111.58 38.7
21 Pingshun 113.43 36.19 72 Hequ 111.17 39.38
22 Licheng 113.4 36.56 73 Pianguan 111.47 39.45
23 Huguan 113.23 35.11 74 Yuanping 112.7 38.73
24 Changzhi 112.87 36.13 75 Linfen 111.5 36.08
25 Wuxiang 112.83 36.83 76 Quwo 111.33 35.63
26 Qin County 112.68 36.75 77 Yicheng 111.68 35.73
27 Qinyuan 112.32 36.5 78 Xiangfen 111.43 35.86
28 Lucheng 113.22 36.33 79 Hongdong 111.68 36.25
29 Jincheng 112.83 35.52 80 Gu County 111.9 36.29
30 Qinshui 112.15 35.67 81 Anze 112.2 36.15
31 Yangcheng 112.38 35.84 82 Fushan 111.83 35.97
32 Lingchuan 113.27 35.78 83 Ji County 110.65 36.12
33 Gaoping 112.88 35.48 84 Daning 110.72 36.47
34 Shuo County 112.42 39.32 85 Xi County 110.93 36.7
35 Shanyin 112.82 39.52 86 Yonghe 110.64 36.62
36 Ying County 113.18 39.58 87 Pu County 111.07 36.42
37 Youyu 112.33 40.18 88 Fenxi 111.53 36.63
38 Huairen 113.1 39.82 89 Houma 111.45 35.03
39 Yuci 112.72 37.68 90 Baode 111.09 38.01
40 Yushe 112.97 37.08 91 Wenshui 112.02 37.42
41 Zuoquan 113.35 37.07 92 Jiaocheng 112.14 37.55
42 Heshun 113.55 37.33 93 Xing County 111.22 38.47
43 Xiyang 113.68 37.62 94 Lin County 110.95 37.95
44 Shouyang 113.17 37.88 95 Liulin 110.85 37.45
45 Taigu 112.53 37.42 96 Shilou 0.83 37.0
46 Qi County 112.33 37.36 97 Lan County 111.62 38.28
47 Pingyao 112.18 37.2 98 Fangshan 111.24 37.86
48 Lingshi 111.77 36.83 99 Zhongyang 111.17 37.37
49 Jiexiu 111.88 37.03 100 Jiaokou 111.2 36.97
50 Yuncheng 110.97 35.03 101 Xiaoyi 111.8 37.12
51 Linyi 110.78 35.15 102 Fenyang 111.75 37.27

Table 6 Comparison results of ISOM and ACS
Instances Number of cities Optimal pathing value Time
27 889.263 33 (ACS) 110.263 33 (ACS)
Chinese 100 cities-TSP 100
20 717.387 626 (1SOM) 4.265 6 (ISOM)
3072.673 291 (ACS) 473.421 875 (ACS)
Shanxi’s 102 counties-TSP 102

2 770.757 698 (ISOM) 4.281 3 (ISOM)
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From Figs. 13 and 14 it can be easily found that
the proposed ISOM algorithm provides the tourists
with a very optimal path for their traveling in China
all follows:

46—38—83—81—61—48—19—57—96—36—90—
87—40—95—79—88—85—65—45—98—63—56—
72—77—14—30—2—82—1—47—15—60—28—31—
80—26—32—5—70—13—71—92—12—59—8—3—
78—33—75—62—91—4—27—50—53—T7—73—66—
54—25—34—67—76—17—55—52—49—35—86—
94—6—99—29—69—18—68—84—20—24—97—
51—42—21—22—100—10—93—9—89—39—11—

1.0 T T T T

58—41—23—064—44—43—37—74—16.

An optimal path in Shanxi Province is:

58—59—60—50—51—52—54—61—83—87—84—
86—85—96—100—99—95—94—90—98—4—68—
97—93—71—72—73—70—69—67—34—37—12—
35—36—38—9—6—13—7—8—10—11—66—64—
05—74—062—063—44—16—14—15—43—42—41—
22—21—28—19—20—24—17—18—32—23—33—
29—30—31—81—27—26—25—40—45—39—3—1—
5—2—92—46—47—91—102—101—49—48—88—
79—80—82—75—77—78—76—55—53—56—57—
89.
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Fig.14 Optimal routing graph of Shanxi’s 102 counties-TSP

The experimental results indicate that the prop-
osed ISOM not only provides two convenient travel-
ing routes for the tourists, but also saves them a lot

of money, manpower, material resources and time.
Therefore, the proposed ISOM algorithm has cer-
tain theoretical value and practical significance.
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4 Discussion and conclusion

This paper proposes a new kind of ISOM based on
Kohonen SOM. From the experimental results
above it can be easily found that the neighborhood
modification procedure of SOM to TSP becomes
more reasonable and effective by improving learning
rate and neighborhood function variance, which
leads to an optimal solution of TSP. However, the
proposed ISOM is only applied to Euclidean TSP,
and it will be an interesting research topic whether
it can solve non-Euclidean TSP .

The combination of SOM network and other heu-
ristic intelligent algorithms such as genetic algorithm
(GA), SA, TSA and ACS will be described in solv-
ing TSP.
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