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Abstract—An algorithm for GPS receiver performing to
mitigate cross correlations between weak satellitsignal
and strong satellite signals is presented. By usinthe
tracking result of strong signal, the cross-correlon and
cross correlation sequence between weak signals and
strong signal can be computed, further modifying tle local
generate C/A code to drive the cross correlation taero.
The advantage of this method is that it does not redre
estimation of the strong signal amplitude and it peially
independent of the data bit value. Simulation restilshows
it can eliminate the interference of 75% and this method
is at the cost of sensitivity loss of 0.28dB.
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1 Introduction

Most of the navigation receivers recently is
working in urban area or other place where theadign
is shadowed by mountain or the tree, this will §rin
problem that the receiver can not receive sufficien
normal signals from satellites, some received s$gyna
are reflected by buildings or mountains, or shadbwe
by trees, and if these signals are so weak timaigint
be shaded by the normal signals.

presented. Cancellation techniques resolve the
problem by constructing the strong signal and
subtracting it from the input signal data-stream
before baseband down-conversion and de-spreading.
The main advantage of cancellation method is that
they are relatively simple. Subspace projection
techniques represent an alternative anroach to
resolving the cross-correlation problem™. With
these techniques, rather than using a de-spreading
code that is matched to the transmitted code of the
weak signal, a different code that rejects thensgfro
signal cross correlations while still being able to
observe the desired weak signal is used instedld, wi
the new de-spreading code having the property of
being able to extract the component of the weak
signal subspace that does not lie within the
interference subspace. The reason for the methbd no
being widely used is due to the difficulty in
constructing the required codes in real time, \tfin
code construction technique requiring a significant
amount of matrix arithmetic on vectors and matrices
that have a length defined by the number of samples
in each C/A code epoch.

Usually the cross-correlation between PN codes
is negligible. For GPS signal, the cross corretatio
between PN codes is about 24dB less than the peak
value of self-correlation, even under the conditdn

Cross correlation is a multi-address interference Doppler effect, cross correlation is lower than
in spread spectrum communications such as Gpsself-correlation is about 20dB. This is enough to

navigation system. As we know, the cross corratatio
between PRN codes from different satellite is not
zero, the peak value of self-correlation is higtean
peak value of cross correlation of 24dB. If a sigea
shadowed or reflected, this signal will be greatly
attenuated, and its power intensity is far lowemth
normal signal's. Therefore the strong signal may
interfere the processing of weak signal, which is
called near-far problem. In this case of near-far
interference, GPS receiver can't receive and psoces
the weak signal if it is at a very low power. Watm

to enhance receiver’s sensitivity, many schemel suc
as successive interference cancellation in [1]]2][3
and parallel interference cancellation M are
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determine the self-correlation peak value, buhéd t
strong signal is higher than the weak signal ofanor
than 20 dB, it would be hard to distinguish the
self-correlation result of weak signal from
cross-correlation between strong and weak signal,
then it can cause wrong acquisition and can not
tracking the weak signal.

2 Principle of cross-correlation
mitigation

Provide the composed signal comprised by a
strong signal (S1), which modulated by PN1, and a
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weak signal (W1), modulated by PNZ2, the GPS signal that interferes with the acquisition and
composed signal can be described by tracking of weaker signals. It is assumed that the

S xPN1+W,xPN2 , let the received signal strong signal is being tracked and as such, the cod
correlate with local duplicated PN2 code PN2R, the S€quence for the strong signah(g is available.
correlation result is Since cross correlations are a form of structured

interference, the noise is inherently predictabled
R =Z{ PN2Rx (S x PN1+W, x PN2)} (1) given location, with the prediction of the noiserge
_ easier in the case of zero Doppler. Furthermonegesi
where Z means the sum of cross correlation and the Changes in code phase due to Dopp|er frequency

self correlation result, since the standardize are relatively slow (even if the Doppler frequency

correlation between PN2 and PN2R is 1, so it can be Was not zero), the change in the cross correlation
described as: sequences are also relatively slow and do not éhang

significantly between code epochs.

The C/A code of GPS system is Gold code,
according to character of Gold code, no changels wil
be necessary 75% of the time since significantscros
Traditional method is to predict the cross coriefat correlations only occur with a probability of 25%.
value and subtract it from the R. In this paper, we During this 25%, only a small number of chips n&ed
generate a modified PRN code PN2R'to Provide the be changed to significantly reduce the cross

D {S x PN1x PN2 +W.,}

In order to get the self correlation result of W2,
the S xPN1xPN2 must be removed from thz .

sequence, the cross correlatigg)x PN1x PN2 is correlation level, albeit at the cost of a smadluetion
driven to 0, that is to say, the cross correlatipn ~ in Sensitivity since ¢ is no longer matched toyc
driven to negligible level, while still being abte These changes are independent of the value of any
observe the required weak signal. navigation message data-bits since the effect ef th

] ) ] data-bit value is simply to change the sign of the
So this method, the main problem is how 10 yesylting cross correlation, which is driven to aer
modify the local C/A code Cw that eliminates the anyway. However, problems will be face when a
cross correlations. Given two binary pseudo-randomgata-pit change occurs since this can be considesed
sequences (PRN) cw(i) and cs(i) both of length N, 34 un-modeled change in the strong code.
define two parameters: One simple method to generate the required code
cG,.(1) =c, (i) e (i) is to make immediate changes to the starting code
_ until the cross correlation has been reduced to the
. ! . required level. To do this, the cross correlationthe
CCusll) = ZCCWs(') next epoch is pre-calculated thereby determinirgg th
B amount of change required to eliminate the cross
where cgg(i) is the cross correlation sequence, correlation. This is followed by the modification
CC,s(j) denote the partial cross correlation between process, which for a single C/A code jammer reguire
weak signal PRN code and strong signal PRN code. approximately 32 chips in a sequence of 1023 déps
The value i is from 1 to N, and O[L,N]. A w modified since the cross correlation level is aitied

subscript refers to a weak signal PRN and an s©f 63. Chips that need to be changed can be
subscript refers to strong signal. A weak signaiig ~ determined  through examination of the cross
signal that has a power level less than the crossCorrelation sequence g, with the aim of ensuring

correlation threshold of 24 dB below the strong that the sum of the sequence after a full epoch is
signal. driven to zero. In the case where the cross cadivala

is positive (63), the cross correlation sequence ha

Clearly, a non-zero cross correlation &C  more ones than minus ones and it is necessary to
occurs because the cross correlation sequengéscc invert the sign of approximately 32 ones. This ban
unbalanced, which means the number of 1's is achieved by inverting the sign of 32 chips jn where
different to the number of -1 's. Thus a method by the indices of the chips to be inverted are detesuhi
which modifying the weak PRN,do balance the the by the indices at which ggi) have values of 1. A

cross correlations ggis suggeated. similar set of changes is made for a negative cross
correlation except that this time it is necessary t
3 Cross-correlation mitigation create more ones in g€). This gives rise to the

following flowchart of the algorithm:
3.1 Single jammer signal

For cases of single strong jammer signtie
main problem is how to deals with a single strong
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In Fig.1 the sample weighting factor W usually changes togto reduce the cross correlation with ¢
set to 2 when the sample number is 1 per chip,igf i may be undone or negated when further changes are
not 1, W will be adjust to2xsnc, snc is the made to reduce the cross correlation with cs2 or
sample number per chip. previously small cross correlations may be
exacerbated. As a result, a valid solution willlers
that one set of changes do not interfere with aroth
set of changes

Calculate the crosscorrelation CCws
for next C/A code epoch

Calculate the crosscorrelation between weak
\ signal and strong signals individually
for next C/A code epoch

calculate the cross correlation
sequence elements cc(j’ +

Select the strong signals that need to be
process and calculate the cross correlation

V I
sequence elements ccy(j’

At the start of the C/ A code epoch

select first chip of local generate %
codeCwi(j At the start of the C/A code epoch select first
» chip of local generate code Cw(j’
Y
Multiply corresponding element of 7

cross correlation with weight factor
and calculate the partial cross
correlationCC(i’

Select one strong signal CS(j’ and determine
sample weighting-factor W

'

Abs(CC(i)) > threshold value?
#Y

calculate the partial cross correlationCCw(i’

Cli+1">C & ce(i+1>( 701
CC+1>( & ca(i+]>(]

'

Cw(i+1 >0 & ccy(i+1>0701
CCw(i+1>0 & ccy(i+1>02

Break

Set next chip ¢ to -¢

A\ Set next chip ¢ to -¢

Fig. 1 Flowchart of the algorithm

' Break
3.2 Multiple jammer signal

~ When there are multiple strong signals, the single  rig. 2 Flowchart of multiple jammer mitigation sche
jammer algorithm will be invalid because the

algorithm only allows for a single jamming PRN code To show how to achieve this objective, consider
Although it would be possible to use this algorithm the partial cross correlations for each strong aign
where the single strong code is replaced with ealin  CCwsi(l), CCus) and CGusij), where the changes
combination of strong codes, this introduces aMmade to ¢ have the effect of driving
dependence on the value of the data-bits therebycCsq 'CCipe @Nd CCq, ., to small values. In
negating one of the advantages of the method anthe one-jammer case, the changes are such that when

therefore'is Ie_ss preferred. CCwsl is positive/negative, some locations at which
The multiple jammer problem can be stated as the CC,(j) is rising/faling are changed so that
problem of constructing a code sequergge such CC,,, (i) Is falling/rising instead. These changes
that for each strong signal codg, @, and g3 the ensure that by the time reaches N, the partialscros
associated cross correlatioméwcsl ' CCh o and correlation terminates near zero as required. The

same concept can also be applied in the case of
multiple strong signals, except that the locatiahs
jammer algorithm cannot be individually applied to \yhich changes can be made tpate constrained by
each of the codes in turn because a partial set ofthe codes of the other strong signals. Suppose that

CCqs @€ reduced to acceptable levels. The single
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modifications to § are being made to
reduce/increase the cross correlation,G®@ith ¢,
then provided changes tq are constrained to those

indices that causec,, and CCC:\Nng to remain

unchanged, then the changes will
beneficial. These constraints orce,

CC

Cwes3

and
being unchanged can be achieved by only

have been

and phase of the strong signal must be obtained, as
well as knowing the offset from these values far th
mixing being applied to search for the weak signal.
The former can be obtained from the strong signal
digital controlled oscillator (DCO) phase values,
assuming that the DCO is phase locked to the strong
signal. The latter can be obtained by differendhngy
weak DCO phases from the strong DCO phase, with

making Changes at pairs of indices m and n sudh tha an adjustment included to account for the diffeeenc

CCyeo(M) +CC,,(N) @nd G, 5(M) + €, 5(N) are

0, but cc,,, (M) +cc,,,(n) is positive/negative as
required. In this particular case, inverting thgnsof
G, (M and cc, (n) by inverting ¢,(m) and
C,(n) for K values of 1, 2 and 3 leaves the cross

correlations with 2 and 3 unchanged but improves
the cross correlations with 1. The process can ltieen

between the | & Q channels. It should also be
pointed out that the RDC modulation of the strong

PRN code is equivalent to modulation of the strong
PRN by the product of a square wave given by the
sign of the RDC and a non-negative weighting factor
given by the magnitude of the RDC. This serves to
reinforce the fact that the RDC completely changes
the strong code since even a change of a few
elements in phase will result in a completely

repeated on each of the strong signals that have adifferent strong code.

large cross correlation with the weak signal code
until all cross correlations are reduced. This
algorithm can be restated as follow flowchart:

4 Doppler effect

Another difficulty caused by relative Doppler
carrier is that the significance of segments of the
PRN code change depending on the phase of the
RDC. An extreme case occurs for zero RDC where
all of the cross correlation will be in | channelda
none will be in the Q channel. This means that care

The method suggested above are capable ofeeds to be taken during the mitigation process to
reducing cross correlations when the Dopplerensure that changes are not made at locations where
difference between the strong and weak signals ighe weighting of the jamming is low and there is no

small, when there is a non-zero Doppler difference significant effect on the total amount of cross
problems quickly become apparent. The reasons foggrrelation.

these failures are that | & Q cross correlations ar
different due to different relative Doppler freqagn
shift  terms on each of these channels.

Given these problems, it is strongly preferred
that relative Doppler frequency shift effects bleeta

Relative Doppler frequency shift presents g into account when performing the mitigation. The

number of different problems for cross correlation

mitigation. Firstly, it is clear that these mixingrms
can be thought of as applying different weightiong t

first requirement is the need for separate mitigati
for both | and Q channels. This means that it is
necessary to duplicate the process on each channel,

different segments of the strong PRN code, whichWit_h onI_y the RDC inputs to _eagh of' those channels
means that the rotating jamming PRN code isbeing different thereby resulting in different outs

completely different to the fixed PRN code. In
particular, the fixed PRN codes are two bit seqasnc

whereas the mixed PRN codes are analogue signal
represents a

that are effectively multi-bit. This
problem for the algorithm presented here that sedie
being able to identify locations within the cross

Since the final detection process involves takimg t
magnitude of | and Q correlations, this ensures$ tha
fhe cross correlations in both | and Q channels wil
be controlled.

The second question is how RDC effects can be
incorporated into the solution while still permiti

correlation sequences that meet certain constraintghe methods applicable to the non-rotating sequence

under the assumption that the cross correlatioasaar
function of those cross correlation sequences.
Since the relative Doppler carrier (RDC) phase

to be employed. The answer is to construct a more
realistic version of the strong code sequence as th
product of the sign of the RDC and the originaleod

varies between C/A code epochs, the strong jamming sequence. Use of this new sequence rather than the

PRN code is no longer periodic with a single C/A
code period since it is modulated by the RDC term.
This makes prediction of the next C/A code value
difficult since it is necessary to take into accotlre

exact frequency and phase of the RDC mixing terms.

original sequence means that except for a
non-negative weighting factor given by the
magnitude of the RDC sequence, the constraints and
the process of locating these constraints are lgxact

as previously given. However, care still needséo b

Knowledge of the exact frequency and phase of the taken to ensure that when changes are made, the

RDC mixing terms requires that the exact frequency

weighting of those changes is properly accounted fo
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5 Simulation result and analysis

With aim to confirm that the proposed method
is effective in improving the sensitivity of weak
signals in the presence of strong signals. The
simulation consists of two steps. The first step
consists of the generation of a single epoch (one
millisecond) of intermediate frequency (IF) data fo
all of the specified satellites with specified aiyule,

Doppler frequency, carrier phase and code phase.
Since only a single epoch of data was generated,

these simulations do not consider the effect cd-hét
transitions. A single epoch of data is also not
sufficient to detect very weak signals in the pnese

of typical noise, so none of the generated signals
include additive white noise, so any noise-likeef§

in the outputs are due to limitations of the teqhei
The second step of the simulation is to attempt
detection of the weak signals assuming that ttomgtr
signals are being properly tracked in a phase-tibcke
loop (PLL) and delay locked loop (DLL). The known
truth data from the input simulations were use@ as
substitute for strong signal PLL and DLL outputs.
Detection of the weak signal is specified for agkan
frequency bin with all code phases being examirted a
a code-spacing consistent with the IF sample period
Since a real

Nomakzed Anpitude

o iw m0 0 0 s @0 70 %0 0 00
Code offse (259)

@

(b)
Fig. 3 Time domain glide correlation results (sengimmer)

Relative Doppler limit: 0.125;
Jammer /weak signal: 15dB

Fig. 3 is the simulation results under the conditd
single jammer, and Fig. 4 is the simulation results
under the condition of single jammer

b 2 a0 a0 w0 6o 0
Code offset (cps)

@)

‘\
,,
\

(b)
Fig 4 Time domain glide correlation results (mu#ippmmer)

Fig. 3(a) and Fig. 4(a) is the glide correlation
simulation result. By using this mitigation method,
the peak of self correlation of weak signal is not
evident. In Fig. 3(b) and Fig. 4(b) the peak off sel
correlation of weak signal is clearly noticed.

6 Conclusion

This cross correlation mitigation method uses
constraints to modify the local generate code as to
drive the cross correlation sequence to zero, the
advantage of this method is that it does not requir
estimation of the strong signal amplitude and it
partially independent of the data bit value.
Simulation result shows this method can eliminate
the interference of 75% at the cost of sensitilogs
of 0.28dB.

search for a weak signal does not have knowledge ofR(EferenceS

the true weak signal carrier frequency and phase
terms, errors for these terms may be specifiedhén t
simulation. The output for all code phases for I, Q
and magnitude terms are then be displayed.

The parameters used in simulation are given below:
IF frequency: 4.096 MHz; Sample/chip: 8;
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5 Conclusions

Along with the electric power organizational
reform unceasingly thorough, the tendency of the
transmission line management and the MIS's fusion
and integration is more and more obvious, based
onthe safety control characteristics of the electric
powerprofession, MIS will be displayed its key role
in the business management fully. Realizing the
effective integration of specialized management of
safety in production and the business management
will be the advanced pattern of electric power
information oriented great-leap-forward
development. Moreover the electric transmission
management information system based on GIS has
these merits: the automation is high, the religbi$
high, the data will renew quickly, the information
content will be big which is advantageous to the
resource’s optimized disposition, Therefore it will
have the widespread application prospect in the
electric transmission management.
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