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Abnormal user identification based on XGBoost algorithm
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Abstract: The eXtreme gradient boosting (XGBoost) algorithm is used to identify abnormal users. Firstly, the raw data were

cleaned. Then user power characteristics were extracted from different aspects. Finally, the XGBoost classifier was used to

identify the abnormal users respectively in the balanced sample set and the unbalanced sample set. In contrast, under the same

characteristics, the k-nearest neighbor (KNN) classifier, back-propagation (BP) neural network classifier and random forest

classifier were used to identify the abnormal users in the two samples. The experimental results show that the XGBoost

classifier has higher recognition rate and faster running speed. Especially in the imbalanced data sets, the performance

improvement is obvious.
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0 Introduction

The identification of abnormal users is the most
difficult problem in the traditional power industry.
With the rapid development of economy, social
production and people’s daily electricity consumption
have increased year by year. Due to illegal use of
people,  the abnormal

electricity by  some

phenomenon of power supply is becoming more and

more serioust”

, which not only brings the economic
loss to power supply enterprises, but also affects
normal power supply and stability.

In the electric power industry, the strong smart
grid is rapidly developing with an unprecedented
breadth and depth. The arrival of big data and cloud
computing era injects new vitality into the
development of traditional power industry'”’. The
purpose of this paper is to use the big data algorithm
to intelligently identify the abnormal electricity
customers. With the help of big data technology, the
monitoring of abnormal behavior and the recognition
of abnormal power users can reduce the cost of
abnormal behavior analysis and improve the
recognition rate of abnormal behavior.

For the detection of electricity users, many
domestic and foreign experts use data mining
technology™®*!. In 2016, Zhang, et al. extracted a
quantities that could

variety of characteristic
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characterize the user power consumption model from

the electricity consumption data. The power
consumption sequence of all users was mapped to
two-dimensional plane by dimension reduction first,
and then the local outlier factor algorithm was used
to calculate the outlier degree of each user, finally

In 2015,

Zhou, et al proposed a sparse coding model method

the abnormal users were identified™’.

to mine the users’ original electricity data. Combined
with the method of dictionary learning, user data
were represented as a linear combination of features.
By using the frequency of each feature to judge the
value, the abnormal behavior was
In 2012, Monedero, et al. used the

Pearson correlation coefficient to detect the typical

abnormal

distinguished™™ .

loss of electricity characterized by the sudden drop in
electricity consumption. For other types of power
loss, the Bayesian network and decision tree were
used™.

generally are in a minority, and abnormal users

However, in real life, the abnormal users

determined by artificial field must be in a minority,
which led to the imbalance of positive and negative
samples. In previous supervised learning research,
most of researchers did not make research on
imbalanced sample set and optimize the speed of
model operation. As a result, power industry

processing data records often reach tens of millions,
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even hundreds of millions, which makes most

identification models run longer in practical
applications.

In this paper, large data analysis algorithm are
used to identify abnormal power users. Firstly, the
raw data are pre-processed. including vacancy values
Then the feature engineering

three

and duplicate records.

is constructed from aspects; statistical
features, different time scale features and correlation
coefficient features. After that, the eXtreme gradient
boosting (XGBoost) classifier is used to identify the
Finally, the

compared with that of k-nearest neighbor (KNN)

features. classification results are
classifier, back-propagation (BP) neural network

classifier and random forest classifier.

1 XGBoost algorithm

The XGBoost is an extension of the gradient

boosting decision tree algorithm™*- Boosting
classifier belongs to ensemble learning model, and its
basic idea is to combine hundreds of tree models with
lower classification accuracy. The model is iterated,
and each iteration generates a new tree. How to
generate a reasonable tree at each step is the core of
the boosting classifier. Gradient boosting machine
algorithm uses the idea of gradient descent when
generating each tree. All the trees generated by the
above steps are based on the direction of minimizing
the given objective function. Under the reasonable
parameter setting, a certain number of trees can
reach the expected accuracy. XGBoost algorithm is
the implementation of gradient boosting machine,
which can automatically use CPU multi-threaded
parallel'™®’. The specific theory is as follows.
Decision tree is widely used for classification model
because of its intuitive representation and reliable
basis. However, the performance of single decision
tree is limited, so the decision tree ensemble is
usually used to improve the performance. Given data
set D= y (Dl =n, x; €ER", y; €ER). The

integrated model of trees is expressed as

{(Iivy;)

K
= > fia). fi € F,

k=1

= {f(@) = w1 (g R" > T,w &€ R, (1)

where % is the number of models in the integrated
model, F is a set space of regression trees, x;
represents the eigenvectors of the first ; data points,

q represents the index of the leaf, T represents the

number of leaves on a tree, every f,( * ) corresponds
to an independent tree structure g( *

of the leaf w.

) and the weight

The objective function consists of two parts, that is

n K
Dy + D000, (2

i=1 k=1

o) =

where the first part [ ( « ) is the training error
between the predicted value y; and real value v, of the
target, and the second part 2( ¢ ) is the sum of the

complexity of each tree as

Q(f) = 9T + ; (3

where A and 7 are coefficients. The minimum value of
the objective function is its optimal value.

In Eq. (2), the objective function of the integrated
decision tree model is trained by boosting method,
that is to say, each time the model is retained, and a

new function is added to the model as
¥ =0,
Y = filx) =y + filz),
Y2 = filx) + fr(x) =y 4 folx),

Efm ) = 30 A fi(x) 4

k=1

where y{ is the predicted value of the sample 7 in the

round z; y{” retains the predicted value of the model
v P in the round t—1 and then adds a new function
f.(x;). The choice of adding a new function in each

round is to minimize the objective function as much as

possible. Thus, the objective function turns to

00 =LY = Zz<y,,y,>+ Z(z(f)

i=1
DUy ) ) FC ()
i=1

The objective function can be optimized through
f.C*), When the error function [/ ( * )

error, the objective function can be written as

is squared

L0 — 2[2(3}(1 D

i=1

y,-)f/(x,-) _’_f'z(-ri)Z] +

Qo +C (6)

For other error functions in addition to squared
errors, Taylor expansion is used to approximately

define the objective function as
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g = D0 1y )y by = P Iy 3 ), (D
L0 0 2[00 300) 4 gof G hiff ) [+
i=1

Qfo +C (8

After the constant term is removed, a relatively

uniform objective function is obtained as

Lo 3 [ef Jr%hlf?(xi)}r()(f,). (9)
i=1

Based on the above theory, the XGBoost algorithm
can be described as follows:

1) Initialize a new decision tree.

2) Calculate the first derivative and the second
derivative of each training sample point.

3) Calculate the residual of samples in function
space.

4) Turning towards gradient direction of residual
reduction, a new decision tree is generated by greedy
strategy.

5) Add the newly generated decision tree to the
model and update the model.

6) Back to step 2, recursively execute until the

objective function satisfies the condition.

2 Detection model
2.1 Data preprocessing

The problems of the original data are missing
values and repeated records. These problems affect
the efficiency of the classification results, therefore
data preprocessing is the first step of this study. For
repeated records, reprocessing is performed
according to the main attribute. The treatment of
missing values needs careful consideration.

The methods of dealing with the missing value
include ignoring the record, removing the attributes,
filling the vacancy manually, using default values,
using mean values and inserting values by means of
Lagrange interpolation or Newton interpolation. The
Newton interpolation method is used in this paper
since it is much simpler compared with Lagrange
interpolation. It not only overcomes the shortcoming
that the whole calculation work must be restarted
when adding a node, but also saves the multiplication

and division operation times.
2.2 Feature extraction

Feature extraction refers to the extraction of key

features from the original data as needed. In order to

extract more useful information, it is necessary to
build new attributes on the basis of existing
attributes. In this paper, feature extraction is carried
out from the following aspects:

1) Basic attribute characteristics

The statistical characteristics of each user ID are
recorded, including maximum, minimum, mean,
variance, median, number of records, and so on.
The number of records is closely related to the
statistical characteristics. These are the basic
features of electricity user.

2) Characteristics on different time scales

One is electricity consumption of the user in every
three days, one month, three months and half a
year. The other is the number of the user records in
every three days, one month, three months and half
a year. The characteristics of different time scales
provide important information for the detection of
different types of abnormal users.

3) Similarity features on different time scales

The Pearson correlation coefficient is used to
measure the correlation between two variables'',
The Pearson

consumption,

correlation coefficients of power
power starting degree and power
termination degree are calculated during per four

weeks and five weeks.

3 Results and evaluation

3.1 Data set

The sample data come from the State Grid Gansu
Electric Power Company, which contain 6. 3 million
electricity consumption records from 9 956 users
customers, 1 394 of which have been identified as
abnormal users through offline investigation, and the
rest are normal users. The data from each user
include his daily electricity consumption as well as
electricity consumption of the day and yesterday.
The proportion of positive and negative sample data
is about 1 ¢ 6, which makes the feature extraction

and recognition of abnormal users become much

difficult.
3.2 Evaluation method

3.2.1

Essentially, abnormal user identification is a two-

Confusion matrix

element classification problem and it divides all users
into two categories; normal users and abnormal
users. For the two-element classification problem,

confusion matrix is a basic tool to evaluate the
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reliability of classifier. The confusion matrix in
Table 1 shows all possible classification results of the
classifier. The rows correspond to the categories to
which the object actually belongs, and the lists show

the categories of the prediction. In this paper,

i

“positive” and “negative” correspond to abnormal

users and normal users respectively.

Table 1 Confusion matrix form

Actual value

Positive Negative

. True positive False positive
Positive

Predicted (Vrp) (Vep)
value False negative

. True negative
Negative
(V) (V)

Vi refers to the first type error, and Vgy refers to
the second type error. On the basis of confusion
matrix, the evaluation indices of classifiers can be
derived as follows: accuracy. true positive rate and
describes the
The true

positive rate (Vipg) also called sensitivity describes

specificity.  The accuracy ( Vaee )

classification accuracy of the classifier.

the sensitivity of the classifier. The specificity (Vpe)
describes the correct prediction of the negative in all

negative samples.

V o VTP _'_ VTN
ACC Vi + Ve +Vin +Vin
Vi
Vipg = o5
PR VTP + VFN
N
T Vo Vi

3.2.2 Receiver operating characteristic curve and
area under curve

Receiver operating characteristic ( ROC) curve
describes the relative relationship between the
growth rates of the two indices in the confusion
matrix: false positive rate (Vipg) and Vopg'?'. For
the continuous value of the output two-element
classification model, the samples larger than the
threshold are classified as positive class, and the
samples less than the threshold are classified as
negative class. Reducing the threshold can recognize
more positive classes and Vipr will increase, but at
the same time, more negative samples will be
classified as positive class wrongly and Vipg will
increase. The ROC curve can represent the process of
change. The curve closed point (0, 1) shows the
best classification effect. Area under curve (AUC)

can indicate the quality of classifier. The much larger

AUC represents the better performance. If AUC is

equal to 1, it means an ideal classifier.
3.3 Experimental results

The software used in this experiment is R on the
computer with Intel Corei5-4210, 2. 4 GHz, 8 GB,
winl0x64. The experiments were carried out in two
data sets using KNN classifier, random forest
classifier and XGBoost classifier, respectively. A
group of experiments using a balanced sample set was
carried out, and the other group was carried out on a
sample set with imbalanced sample set. In order to
ensure the fairness of the experiments, the
eigenvalues of each model were the same.

3.3.1

The balanced sample set was composed of 1 394

Balanced sample set

positive samples and 1 394 negative samples. The
former samples were the existing abnormal users,
and the latter samples were the samples randomly
selected from 8 562 normal users. The balanced
sample set was divided into five parts, four of which
were training sets, one of which was a test set. The
experiments were conducted five times under
different recognition models. KNN classifier taked K
=50. In the BP neural network, the number of
hidden layer unit was 8. The training algorithm used
QuickProp. The algorithm parameters were 0.1, 2,
0.000 1 and 0. 1. The maximum number of iterations
was 1 000. The XGBoost parameters were divided
kinds:

parameters and learning target parameters. In this

into three general parameters, booster
experiment, 0. 01 was selected as the booster
parameter shrinkage step size (ETA ) to prevent
overfitting, and the maximum iteration number
(nrounds) was 1 500. The minimum sample weight
of child nodes (min_child_weight) was 10. The ratio
of feature sampling (colsample_bytree) was 0. 8. In
the learning target parameters, the objective function
selected binary logistic regression (binary: logistic) ,
and the evaluating indicator was the average accuracy
(map). The rest parameters kept the default values.
The results are shown in Table 2 and the values are

the average of the five experiments.

Table 2 Results of five experiments under different models

Vace (%) Vipr (%) Vepe (%) AUC(Y%)  Time(s)
KNN 69.53 49.42 89. 64 69. 54 234
BP 73.24 70.00 76.47 73.24 232
RF 79. 60 75.83 83. 38 79.61 249
XGBoost 81.51 77.77 85. 25 81.52 212
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From the above table, we can see that the average
Vaces Viprs Ve and the time of the KNN model are
69.53%, 49.42%, 89.64% and 234 s, respectively.
The average Vaccs Viprs Ve and the time of BP
neural network model are 73. 24%, 70%, 76. 47%
and 232 s, respectively. The mean Vaces Viprs Vispe
and the time spent on random forest model are

79.60% ., 75.83%, 83.38% and 249 s, respectively.
Finally, the average Vaccs Viprs Ve and the time

1.0
0.9 E
0.8¢
0.7 -
206 = ]
2 = 0.60
z 0.5 2 0.55
= / :
A 0.4 / £ 050
03l 14 g 045
’ @ 0.40
0.2 0.35 S
S
0.1 0-3077606 0.08 0.10 0.120.14 0.16 0.18 1
0 1-Specificity
0 01 02 03 04 05 06 07 08 09 1.0
1-Specificity
Fig.1 ROC curve of KNN model
1.0
09
T datal
L data2)|
0.8 . da:a}
L/ / A Pt data4
0.7t 'I'; ------- da:aS
zoe /g
S {$
= | :1’;
R
A 04 / £
03t § z
',' [}
0.2}
0.1r 0.0 015 020 025 030 ]
0 1-Specificity
0 01 02 03 04 05 06 0.7 08 09 1.0
1-Specificity
Fig.3 ROC curve of random forest model
3.3.2 Imbalanced sample set

spent on the XGBoost model are 81.51%, 77.77%,

85.25% and 212 s, respectively. It can be seen that
the XGBoost classifier are better than the other three
classifiers. Figs. 1—4 are ROC curve graphs of KNN
model, BP neural network, random forest model and
XGBoost model, respectively. The AUC of these
models are 69. 54%, 73.24%, 79.61%, 81.52%,
respectively. The higher AUC value represents a

better classification effect.
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maximum number of iterations was 100.

The

The imbalanced sample set consisted of 1 394
positive samples and 8 562 negative samples. The
former samples were the existing abnormal users,
and the latter samples were all normal users. The
imbalanced sample set was divided into five parts,
four of which were training sets, one of which was a
test set. The experiments were conducted five times
under different recognition models. KNN classifier
In the BP neural network, the

taked K = 100.

number of hidden layer units was 5. The training

algorithm  used  QuickProp. The  algorithm
The

parameters were 0. 1, 2, 0. 000 1 and 0. 1.

XGBoost parameters were divided into three kinds:

general parameters, booster parameters and learning

target parameters. In this experiment, the booster

parameter shrinkage step size (ETA) was 0. 01 to
prevent overfitting, and the maximum iteration
number (nrounds) was 1 500. The minimum sample
weight of child nodes (min_child _weight) was 10.
The ratio of feature sampling(colsample_bytree) was
0. 8. In the learning target parameters, the objective
function selected binary logistic regression (binary:
logistic), and the evaluating indicator was the

average accuracy (map). The rest parameters kept
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the default values. The results are shown in Table 3

and the values are the average of five experiments.

Table 3 Results of five experiments under different model

Vacc () Vrpr(%) Vepe (%) AUC(Y%)  Time(s)
KNN 88.71 24.78 98.95 61.87 256
BP 80.79 65. 10 83. 26 74.18 244
RF 91. 34 48. 87 97.95 73.41 308
XGBoost 84.41 80. 68 85.02 82.85 233

It can be seen from Table 3 that the average Vcc s
Viers Vepe and the time of KNN model are 88.71% ,
24. 78%, 98. 95% and 256 s, respectively. The
average Vaccs Viprs Ve and the time of the BP
neural network model 80.79%, 65.10%,
83.26% and 244 s, respectively. The mean Ve
Vi » Vspe and the time spent on random forest model
are 91.34%, 48.87%, 97.95% and 308 s,
respectively. Finally, the average Vaccs Virrs Vipe

are
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3.4 Analysis

From the above charts,

and the time spent on XGBoost model are 84.41%,
80.68%, 85. 02 and 233 s, respectively. It can be

the performance of XGBoost
is better than that of the other three

seen that overall

classifier
classifiers. In particular, its sensitivity is far beyond
the other three classifiers. When the proportion of
positive and negative samples in the data set is not
balanced, the reference values of Ve and Vgpe will
be reduced. AUC is more capable of representing the
performance of the classifier. For example, when the
ratio of positive and negative samples is 99 : 1, in
this case, a classifier only needs to determine all the
samples to be positive, thus Vaee can reach 99%.
Figs. 5—8 are ROC curve graphs of KNN model, BP
neural network, random forest model and XGBoost
model, respectively. The AUC of these
models are 61. 87%, 74.18%, 73.41%, 82. 85%.,

respectively.

values

it can be seen that the
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XGBoost model outperforms the KNN model, BP

neural network and random forest model

balanced data

set

and

imbalanced data

in both

set.
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Especially, from balanced data set to imbalanced data
set, classification effects of KNN model and random
While the

classification effect of XGBoost model does not

forest model decrease significantly.
decrease but slightly improves. Furthermore, the
time spent on the XGBoost model is significantly loss
than that on the other three models.

Compared with the single algorithm of KNN,
XGBoost

algorithm. It combines multiple classifiers and

algorithm is one of the integration
classifies them, showing better generalization ability
and classification effect. BP neural network is an
excellent classifier and has been widely used. But BP
neural network requires strict parameters and has
some disadvantages, such as slow convergence
speed, ease of falling into local minimum point and
difficulty of getting global optimal solution. Random
forest and XGBoost are integrated algorithms.
Although they all use column sampling to reduce
overfitting and computation, there are differences
elsewhere between them. Random forest adopts
bagging thought, but XGBoost adopts boosting
thought. Bagging uses sampling with reset but
boosting sampling is based on error rate. Moreover,
XGBoost takes the complexity of the model as the
regularization term of the objective function to
optimize the model. Therefore, the classification
performance of XGBoost is better than that of
random forest.

In terms of running time, generally speaking, a
single classifier consumes less time than an ensemble
classifier, but the XGBoost classifier uses less time

than KNN
Compared with the random forest, which is also the

classifier and BP neural network.
ensemble classifier, the XGBoost classifier is far
beyond the random forest. Compared with the other
three models, the advantage of the XGBoost classifier
in time mainly attributes to the following two
aspects.

1) The XGBoost algorithm performs second-order
Taylor expansion of the cost function, and uses the
first- and second-order derivatives to converge to the
global optimum at the fastest speed.

2) One of the most time-consuming steps of tree
learning is to rank the values of the features to
determine the best segmentation points. Before
training, the XGBoost algorithm sorts the data in
advance, and then saves them as a block structure.
The structure is used repeatedly in the subsequent

iterations, which greatly reduces the amount of

computation.

4 Conclusion

In today’s world, electricity has been widely used.
The development of power big data will accelerate the
development of power industry and innovation of
business model, achieving the transformation from
production-oriented to data-oriented. This study
utilizes big data technology, based on different time
scale features and correlation coefficient extraction,
by using XGBoost classifier to identify abnormal
users. Compared with the KNN model, BP neural
network model and random forest model, the
XGBoost model has achieved good results. In order
to deal with the huge amount of data in the power
industry, the distribution of XGBoost algorithm will

be the next step of our research.
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