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Tactical intention recognition of aerial target
based on XGBoost decision tree
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Abstract: In order to improve the accuracy of target intent recognition, a recognition method based on XGBoost (eXtreme

Gradient Boosting) decision tree is proposed. This paper adopts relevant data and program of python to calculate the probability

of tactical intention. Then the sequence intention probability is obtained by applying Dempster-Shafer rule of combination. To

verify the accuracy of recognition results, we compare the experimental results of this paper with the results in the literatures.

The experiment shows that the probability of tactical intention recognition through this method is improved, so this method is

feasible.
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0 Introduction

In modern war, predicting enemy target intention
accurately, assessing the current situation in time
and providing a reliable basis to take countermeasures
at the next moment, play an important role in control
of the war situation. In the past, conflict analysis,

1, Bayesian network technology'”

markov analysis
etc were presented. In 2017, Cao S Y proposes an
improved method of target intent recognition for
high-dimensional data similarity"* .

The process of target intention recognition mainly
includes the following steps: (D collecting data from
the sensors, such as altitude, speed, distance etc;
@ processing the data and extracting the feature;
@ analyzing the target intent according to the
recognition mechanism; @ obtaining the results.

In the military environment, the target intention
recognition is based on the relevant data, such as
weapon equipment, operational knowledge manual,
military expert’s experience, map and meteorological
data etc. However, it is difficult to obtain and
process these data to meet the requirements. In order
to construct an intention recognition model
successfully, it is necessary to go on a great deal of
theoretical researches and engineering practices.

The difficulty of intention
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recognition is to identify intention precisely in the
situation based on misinformation'*). In order to
solve this problem, a recognition method based on
XGBoost (eXtreme Gradient Boosting) algorithm"™ is
presented in this paper. As a parallel boosting
decision tree, XGBoost has the advantages of fast
running speed, good effect and processing large scale
data. XGBoost decision tree is compared with method
in the Ref.[3]. And the result shows that the
accuracy of target true intention is greatly improved

by using the XGBoost method.

1 Fundamental of XGBoost decision
tree

XGBoost is an implementation of the Gradient
Boosting machine algorithm, and it can do parallel
computation, which makes the recognition real-time.
The traditional
(GBDT) algorithm only uses first order derivative

gradient boosting decison tree
information. When training the n-th tree, it needs to
use the remnants of former n-1 trees. Therefore, it is
difficult to achieve distributed computation. In this
paper, square loss function is adopted, and the
regular term is added to the loss function to obtain
the optimal solution, which is useful for balancing
the loss function, decreasing the complexity of the
mode and avoiding overfitting.
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1.1 Defining objective function of XGBoost

The objective function is defined as

F© = Zl(y, v 4 f () +
QC(f,) + const, @))
where
.
Qf) = yTJr%Awa, 2)
i=1

where const is constant; ¥ is number of leaf nodes;
w; is weight of nodes; A is parameter of the L2
regularization term that controls the weight of the
model complexity.

Replacing / (y;, y " =+ f, (x;)) with the square

loss function, F” is obtained approximately as
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1.2 Defining complexity of decision tree

Defining f, (1) =wyw» «ER", ¢+ R*—>{1,2,+,
T}, substituting Eq. (2) into Eq. (3) and removing
the constant item, the following result is obtained as
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where w is the leaf weight of tree; ¢ is the structure
of tree. The instance set in leaf j is defined as I; =

{ilqg(x)=j} and [; € L.
Let G; Zé’z’ Eh,, so Eq. (4) can be
16[ 161

simplified as
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Since the derivative of F” with respect to w; equals
to 0, the general result is

w; — H]+A (6)

Substituting Eq. (6) into Eq. (5), F is obtained as

T

o
= 22H+A+7T (D

=1
The smaller the value of F is, the better the
structure of the tree is.

1.3 Building XGBoost decision tree

For every leaf node, the greedy method is used to
add a segmentation to split the leaf node into two
child nodes from the depth O of the decision tree to
depth n. After adding the segmentation point, the
function is considered as

Gi
H; +2A

R (B
Hp,+x H-+A

Gﬂin - + (8)

32

G? .
where H, means score of the left child leaf node,

2

while I—ﬁ is score of the right child leaf node, and

(OF

is score obtained without segmentation.
H+2 st

There are 6 kinds of features including altitude,
speed, distance, relative heading angle and the
situation of the search radar and attack radar. In this
paper, the target intention is classified as attack,
penetration, scout and retreat.

For each feature, the nodes are sorted according to
the features values. Then each leaf node is split. For
every split step, all the segmentation schemes are
traversed to find the optimal segmentation point.
The pseudo-code is shown as follows;

Input: I, instance set of current node

Input: m, feature dimension

Gn < 0

for k;l to m do
G <0, H <0
for j in sorted (I, by x;) do
GL<G.+g;» H.<H,_+h,
Gr<~G—G,., Hr<~H—H,
Gi Gk G
H.+A Hg +A Ht2a

)

score<—max(score,
end
end
Output: Split with max score
The tree is considered as a function which maps the

features to intent. Then the probability of intent is
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calculated by using logistic regression method.
1.4 Data standardization

Due to the inconformity of the data’s units, it is
necessary to standardize the data to 0—1. The
method adopted in this paper of Min-Max is

X — miny
max, — ming

X = 9

where max, is the maximum value, while min, is the

minimum value.
1.5 Dempster-Shafer combination rule

It is possible to provide evidences for multiple
sources for a given frame of discernment. It is
necessary that all sources should be independent. To
combine belief functions with Dempster-Shafer, the

basic  probability assignment is used.  The
combination rule’s numerator is as
>3 mi (Bym, (O)
m(A) = < 24 1— K AFZ=O. (10)
0,A=0Q

where K = 2 my (B)m, (C).
BONC=0
The whole process is shown in Fig. 1.

Collecting
corresponding data

4

Extracting 6
features, including flight
height, speed etc.

Comparing with results in
Ref.[3] and concluding

Standardizing ﬁ
the feature data According to D-S rule of
@ combination, generate
sequence intention
probability

Building XGBoost
decision tree ﬁ

4

The constructed tree maps
the example data in Ref.[7] to [=>
the kind of target’s intent

Converting class of intent
into corresponding
probability by logistic
regression

Fig. 1 Whole process of intention recognition

2 Experiment and results

Part of the data is assumed in Table 1, and the
data is collected at different time by the sensor.

In the experiment, the objective intention space set
by expert and its standard values” including height,
speed, distance, relative heading angle, situation of

the search radar and the attack radar are adopted to
classify data of the Table 1 into four kinds of
intentions including attack, penetration, retreat and

scout.
Table 1 Data collected by sensor
. Search Guidance
. . Relative
Height  Speed Distance headi radar radar
(m) (m/s)  (km) “ mog on ((1) or on ((1) or
angle (*)
not (0)) not(0))
400 300 200 0 1 1
400 300 200 0 0 1
150 280 300 0 0 0
3 000 250 300 0 1 0
200 250 200 180 0 0
2 500 250 300 0 1 0

Since the standard value has a continuous or
discrete range, each row in Table 1 is classified
according to its range respectively. The classification
result is shown in Table 2.

Table 2 Classification results

Search  Guidance

Relati ada ad
... . Height Speed Distance o Alve radar radar
Classification heading (on (1) on ((1)
m) (m/s)  (km) N

angle (*) or or

not (0)) not (0))
Attack 400 300 200 0 1 1
Attack 400 300 200 0 1
Penetration 150 280 300 0 0 0
Scout 3000 250 300 0 1 0
Retreat 200 250 200 180 0 0
Scout 2 500 250 300 0 1 0

The decision tree is constructed by the method
introduced in section 1. 3 and maps the example data
to target intent. Then the probability of enemy target
intent is calculated by logistic regression. Based on
the python package provided by XGBoost, this paper
uses the interface of XGBClassifier to build the
XGBoost decision tree. And the whole process is
programmed with python. The first column is
considered as label data, and other columns as train
data. Before the data of Table 2 used as the input
data, the first column data needs to be quantified.
Therefore, intentions of attack, penetration, scout,
retreat are encoded as 0, 1, 2 and 3, respectively.
And other column data is standardized according to
section 1. 4, Part of the codes are listed as follows.
Num_class represents classified categories, while
max_depth is the maximum depth of tree, and other
parameters are default.

# load the train data, label data and target data;

train=table 2's data except for the first column

label=the first column data of table 2

target=example data in Ref. [ 7]

# use interface XGBClassifier to build the XGBoost decision
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tree;
XGBoost=XGBClassifier(
num_class=4,
max_depth=6,
min_child_weight=1,
gamma=0,
objective="multi: softprob’)
# train the XGBoost decision tree;
XGBoost. fit(train, labeD
# predict the probability of target intent;
yprob=XGBoost. predict(target). reshape(target. shape[ 0],
4)
The calculated results (yprob) are shown in
Table 3. And t,, #,, t;, t; represent arbitrary time
series, as in Ref. [7].

Table 3 Probability distributions

Time Target Attack Penetration  Scout Retreat
to 01,02,03 0.229 3 0.315 2 0.2277 0.2277
01 0.180 8 0.183 7 0. 456 0 0.179 5

: 02,03 0.201 6 0.420 5 0.188 9 0.188 9
01 0.180 8 0.183 7 0. 456 0 0.179 5

¢ 02,03 0. 459 4 0.181 5 0.179 6 0.179 6
01 0.180 8 0.183 7 0. 456 0 0.179 5

: 02,03 0. 459 4 0.181 5 0.179 6 0.179 6

According to Dempster-Shafer rule of combination,
the intent distribution probability from ¢, to #; in
Table 3 is sequentially synthesized firstly. Then the
sequential intention result is obtained in Table 4.
And the maximal probability represents the real
target intent at current time. According to the
comparison with Table 3 in Ref. [3], it can be found
that the true intent recognized by the presented
method is the same as method in Ref. [3] from ¢, to
l3.

Table 4 Target sequence intention probability

Time Target Attack  Penetration  Scout Retreat
to 01,02,03 0.229 3 0.315 2 0.2277 0.2277
01 0.169 9 0.237 2 0.4254 0.167 5
o 02,03  0.174 6 0. 500 5 0.162 4 0.162 4
01 0.103 0 0.146 1 0.6502 0.100 8
CTRTE S 02,03 03197 03960 01272 0.1272
01 0.015 1 0.074 5 0.8235 0.050 2
to—h— 12713
02,03  0.577 4 0. 258 3 0.0821 0.0821

To test the performance of XGBoost, the
comparisons with method in Ref.[3] are shown in
Figs. 2 and 3. Fig. 2 presents the target 01’ s intent
probability, and intent probabilities of target 02 and
03 are shown in Fig. 3. The full line and dotted line

represent XGBoost and Ref.[3]’s method,
respectively.

It can be observed that the trend of intent is
consistent. Fig. 2 shows that target 01”s scout intent
trend rises from time ¢, to #; » while others decrease.
The probability of scout is 0. 823 5 at #;, and it is
higher than 0.525 1 of method in Ref.[3]. As to
Fig.3, it is obvious that the probabilities of
penetration increases from ¢,, while the probabilities
of other three intentions decrease. However, the
probability of attack intention increases and reaches
0.577 4 from ¢, to t;» which is higher than 0. 384 6 of

method in Ref. [37].
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Fig. 3 Intention probabilities of targets 02 and 03

For further comparison, Tables 5 and 6 are listed.
The second columns of the Tables 5 and 6 represent
the target’s real intention probabilities calculated by
XGBoost, and the third column is the Ref.[3]’s
method. It is obvious to know that the accuracies
have increased 29.48% and 19.28% at 1,

respectively.
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Table 5 Comparison of target 01’s real intention probability

I d
Time XGBoost  Ref. [3]”s method mprove
accuracy (%)
1o 0.315 2 0.300 7 1. 45
to—t 0.425 4 0.340 8 8. 46
to—t1—12 0. 650 2 0.428 2 22.20

to—t1—l2 13 0.823 5 0.5251 29. 48

Table 6 Comparison of real intention probabilities of targets 02
and 03

Time XGBoost  Ref. [3]’s method acizzz(;vf;)
ty 0.315 2 0. 300 7 1. 45
to—nh 0. 500 5 0.354 5 14. 60
to—t1— 12 0.396 0 0.344 0 5. 20
to—t1—ty—13 0.577 4 0.384 6 19. 28

3 Conclusion

In this paper, a method based on XGBoost to
predict the target intent is presented. To test the
performance of this method, comparisons with the
method presented in Ref. [ 3] are carried out based on
the same data in Ref. [7]. Since the target intent has
been recognized in Ref. [7], the goals of this paper
and Ref. [3] are to improve the accuracy under the
And the

experiment result shows that our method performs

condition of ensuring true recognition.

better than method in Ref.[3] in accuracy of
which implies that XGBoost
method can provide valuable solution to evaluate the

recognizing intent,
situation of modern war.
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