Vol.5 No. 1, Mar. 2014

Journal of Measurement Science and Instrumentation

Sum No. 17

Dynamic compensation for sensors based on
particle swarm optimization and realization on LabVIEW
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Abstract: In shock wave’s pressure testing, a dynamic compensation digital filter is designed based on particle swarm optimi-
zation (PSO) algorithm. Dynamic calibration experiment and simulation are conducted for the pressure sensor. PSO algo-
rithm is applied on Matlab platform to achieve optimization according to input and output data of the sensor as well as the
reference model, and the global optimal values got by optimization become the parameters of the compensator. Finally, the
dynamic compensation filter is established on LabVIEW platform. The experimental results show that the data after process-

ing with the compensation filter truly reflects the input signal.
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For most of the sensors, there are such defects as
dynamic response lag and static nonlinear distortion
under the conditions of current technology. To es-
tablish a linear relationship between input signal and
output signal, some methods are necessary, for ex-
ample, intermediate compensation and correction.

With the popularity of computer technology, sub-
sequent processing for output signal of sensor with
software or a dynamic compensation filter has been
widely used. Generally, the methods of designing a
dynamic compensator include zero-pole assignment
method and system identification method, etc. Es-
pecially, if using these methods, the structure of dy-
namic compensation filter must be constructed in
advance. Furthermore, if the sensor is used in a
high-order nonlinear system, the structure design of
dynamic compensation filter is very complex.

In this paper, particle swarm optimization (PSO)
algorithm is used for dynamic compensation for the
sensor to overcome the shortcomings of the above
methods. The test results show that the sensor after
compensation obtains the required ideal dynamic
characteristics.

1 Dynamic compensation principle
based on particle swarm optimiza-
tion (PSO) algorithm'"™*'

The measured signal x (¢) through the sensor is
converted into a output signal y(¢). There is a large
dynamic testing error between the measured signal
x (1) and output signal y(¢) due to certain response
lag of the sensor. To improve test precision, after
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output signal of the sensor through a compensation
filter, y(¢) of the sensor is replaced by y(t) of the
compensation filter to correct dynamic error. Its
basic principle is shown in Fig.1.
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Fig.1 Principle of dynamic compensation for sensor

In order to avoid building dynamic model of the
sensor, this paper directly designs dynamic compen-
sation filter using the experimental data. The es-
sence of this method is to transform dynamic com-
pensation filter design into compensation filter pa-
rameters by means of the experimental data. The
specific principle is described as follows.

The dynamic compensation for sensors can be de-
scribed as a single variable differential equation in
practical application,

y)A+az"++az") =
y(£)(by + bzt b,r ") +e(r), (1)

where z ' is delay operator, m and n are steps of
the compensation filter and e (7) denotes output
noise. To simplify the expression, Eq. (1) can be
expressed as a vector form,

y(t) = 0X, + b, (2)
where b is a constant, @ = (—a,,"**, — a,,b0,b,,
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The specific methods of designing dynamic com-
pensation filter based on PSO are as follows. Get
the measured excitation signal x (¢) and response
signal sequence y(¢) from the dynamic experiment.
Design signal y” (1) which satisfies the requirement
of dynamic performance according to x(¢). Get the
dynamic compensation filter coefficients by means
of y(¢) and y"(¢) via PSO algorithm. It should be
noticed that the corrected y () after compensation
should approach the required ideal y'(7) as close as
possible. The principle diagram is shown in Fig.2.
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Fig. 2  Principle of dynamic compensation of sensors
based on PSO

2 PSO algorithm

2.1 Principle of PSO algorithm

PSO is a kind of excellent evolutionary algorithm,
which has developed rapidly in recent years and be-
come simpler and more efficient than genetic algo-
rithm in coding and optimization strategym. The
basic idea of PSO is to initialize a group of random
particles, and then look for the optimal solution via
iteration. In each iteration, the particles update
their position by tracking two “extremums”: one is
the optimal solution found by themselves, called in-
dividual extreum p..; the other is the optimal solu-
tion found by the overall group at present, called
the global extremum g, . Then the speed and posi-
tion are updated by

V=wV+er()(pu —p)+cr( Vg —p)s (3)
p=p+V, (4)

where V denotes the particle’s speed; P denotes the
particle’s current position; p.. and g, are individ-
ual extremum and global extremum, respectively;
¢, and c, are learning factors between 0 —2; r( ) is
the random function between (0, 1); w (k) is
weighting factor, which reduces linearly from the

maximum weighting factor w,,, to the minimum
weighting factor w,;, with the iteration proceeding,
as described by
Wmax ~ Wmin
o S Wom(N = ). (5)
In the initial stage of iteration, w selects a larger
value to guarantee fast searching speed, and later it
selects a smaller value to guarantee the convergence
of the algorithm. Typical values are: w,,,=0.9 and
Wi = 0. 4.
In this paper, the fitness function using mean
square error (MSE) is defined as

W(k) = Whin +

min [ S G =Y (OF,(6)

where N is the sample size.

PSO algorithm has characteristics of less parame-
ters, fast convergence and efficiency, so it has been
widely used in the optimization process. The specif-
ic steps of calculating the dynamic compensation fil-
ter’s coefficients are as follows.

1) Initialize the speed and position of each parti-
cle from the particle swarm within the given target
area;

2) Set the parameters of PSO algorithm and calcu-
late the fitness of the particles according to Eq. (6);

3) Update the particle’ s speed and position ac-
cording to Egs. (3) and (4) and calculate the fitness
of each particle again;

4) Judge whether the particle’s individual extre-
mum p, and the particle swarm’s global extremum
gwes are updated or not;

5) Repeat 4) and 5) until meeting the accuracy
requirement or reaching the number of iterations;

6) Get output g, and the compensation coeffi-
cients.

2.2 Validation of PSO algorithm **

The algorithm is validated by the dynamic cali-
bration experiment for the pressure sensor. In the
experiment, the shock tube is used to generate a
standard step pressure to press on the measured pre-
ssure sensor. Then the pressure sensor is calibrated
and actual working performance is analyzed accord-
ing to the output response of the pressure sensor.
The curve 1 in Fig.3 is a piece of data starting from
the first rising edge of the measured response curve
of the pressure sensor obtained in the dynamic cali-
bration experiment.

Creating a inverse model using PSO algorithm, it
makes the sensor output equivalent to compensation
filter input, and the sensor input equivalent to the
compensator output. In Fig.3, curve 1 is the input
of compensation system and the output of reference
model is an ideal step signal. The 3-order compensa-
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tion filter’ s coefficients can be got by using the
above method. Curve 2 is the compensation result
with the response-time of 10 ps and overshoot vol-
ume of 10% , which achieves the technical require-

ments.
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Fig.4 Contrast of amplitude frequency characteristics
before and after compensation

In order to verify compensation effect, the ampli-
tude frequency characteristics of the system before
and after compensation are compared. Firstly, the
sensor model is established using the above method,
and then the amplitude frequency response is
worked out, as shown in Fig.4. Curve 2 shows am-
plitude frequency characteristic of the dynamic com-
pensation filter. Finally, the amplitude frequency

Data

response of the system after compensation is calcu-
lated, as curve 3 shows in Fig.4. It can be seen
from Fig.4 that the amplitude frequency character-
istic of the sensor has a a flat working band below
70 kHz, but a larger amplitude error near the reso-
nance frequency (245 kHz). The working band is
extended to 400 kHz by dynamic compensation fil-
ter. Therefore, PSO algorithm can extend the ef-
fective working band of sensors.

3 Realization on LabVIEW"’

LabVIEW has extensive applications in the mea-
surement and control fields owing to powerful fea-
tures and lots of advantages, so it is of important
practical significance to realize the dynamic com-
pensation for sensor on the LabVIEW platform. In
this paper, PSO algorithm on LabVIEW platform is
implemented. The modeling process of PSO needs a
large amount of calculation and complex program-
ming. To improve the efficiency of programming,
training model on Matlab platform is established,
and the model and parameters are obtained. This
method implements the mixed programming by in-
voking COM component generated by M-file to
achieve dynamic compensation for sensors. The
method is as follows.

1) Configurate COM component compiler. Input
‘mbuild-setup’ command and select the appropriate
C/C++ compiler. Set the compiler according to hint
step by step until the configuration is completed suc-
cessfully.

2) Generate COM component. Firstly, create a
new m-function which defines statements using the
‘Function’ keyword and design compensation using
‘filter’ function with the coefficients got by model-
ing. Secondly, create a new project by inputting
‘deploytool’ command, and add the created m-file.
Finally, compile and package the engineering. The
generated DLL file is COM component.

3) Register COM component. Start the_install.
bat file to complete the component’s register inside
the computer. So other ActiveX client can invoke
COM component.

4) Invoke COM component on LabVIEW. Pro-
gram block diagram is shown in Fig.5. The imple-
mentation effect is shown in Fig. 6.
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Fig.6 Results of dynamic compensation

4 Conclusion

For dynamic test, it is important to broaden the
passband of sensors using dynamic compensation
technology to reduce measuring error. The method
based on PSO algorithm establishes an optimal dy-
namic compensation filter by optimizing the sensor’
s input and output through the calibration experi-
ment. Without modeling process, there is not mode-
ling error. In this paper, the feasibility of compen-
sation filter is verified, and the experimental results
show that the application of PSO algorithm in sen-
sor’s dynamic compensation is an effective method.
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